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#### Abstract

Metro maps are schematic diagrams of public transport networks that serve as visual aids for route planning and navigation tasks. It is a challenging problem in network visualization to automatically draw appealing metro maps. There are two aspects to this problem that depend on each other: the layout problem of finding station and link coordinates and the labeling problem of placing non-overlapping station labels. In this paper we present a new integral approach that solves the combined layout and labeling problem (each of which, independently, is known to be NP-hard) using mixed-integer programming (MIP). We identify seven design rules used in most real-world metro maps. We split these rules into hard and soft constraints and translate them into a MIP model. Our MIP formulation finds a metro map that satisfies all hard constraints (if such a drawing exists) and minimizes a weighted sum of costs that correspond to the soft constraints. We have implemented the MIP model and present a case study and the results of an expert assessment to evaluate the performance of our approach in comparison to both manually designed official maps and results of previous layout methods.
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## 1 INTRODUCTION

NOWADAYS, metro (or subway) maps are natural tools for passengers of public transport systems in large urban areas around the world. Metro maps support both commuters and foreign visitors in orienting themselves in often complex and confusing transport networks. Be it as a poster inside stations and trains or as a pocket map, their aim is to help passengers to navigate in the network. One common task is visual route planning, that is, identifying on the map how to get from A to B as fast or as conveniently as possible. Once on the train, a metro map helps to answer questions such as: "Where do I have to change trains?", "To which line and direction do I need to transfer?", and "How many stops remain before I must get off the train?". For this kind of question it is not necessary to know the exact geography; it can even be a hindrance. Rather, it is the topology of the network that is important. This fact was first realized and exploited by Henry Beck, an engineering draftsman, who created the first schematic map of the London Underground in 1933 [2]. From then on his ingenious idea spread around the globe so that today the majority of metro maps are schematic maps that follow more or less the principles of Beck's initial drafts [3], [4]. The effectiveness of schematic public transport maps was empirically confirmed in a user study by Bartram [5] that compared the route planning performance of 32 subjects using a geographic map, a
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schematic map, and two textual descriptions of a bus network with seven bus lines. The schematic map clearly was the best representation of the network information for the given task. The continued application of Beck's design principles in all successive maps of the London Underground until today is another clear indication for the usefulness and the aesthetic appeal of the London Underground map.

Beck designed his map according to a simple set of rules: meandering transport lines are straightened and restricted to horizontals, verticals, and diagonals at $45^{\circ}$ (we will call such a layout octilinear); the scale in crowded downtown areas is larger than in less dense suburbs in order to create a more uniform use of map space; in spite of this distortion, the network topology and a general sense of geometry, for example, a certain relative position between stations, is retained. Note that a map designed according to these criteria should only be used for its intended purpose, that is, to answer navigational questions on the network. Estimating, for example, geographic distances or travel times from a metro map can be misleading.
The familiarity of many people with reading metro maps has led to the idea of using the so-called metromap metaphor to visualize abstract information without a geographic context. Sandvad et al. [6] and Nesbitt [7] use the metro-map metaphor as a way to visualize guided tours in the Internet and "trains of thoughts", respectively. Stott et al. [8] present a prototype tool to draw project plans in a metro-map style. The publisher O'Reilly has used the metaphor to visualize its product lines [9] and Hahn and Weinberg [10] draw metabolic pathways in a cancer cell as metro lines. Clearly, some of Beck's original layout principles need to be adapted since, for example, visualizations of abstract data usually
do not have a given geometric representation.
Generally, octilinear graph layout, even without the concept of metro lines, is a promising new alternative for various schematic technical and engineering drawings such as cable plans, class diagrams, circuit schematics, etc., which are currently dominated by orthogonal layouts. The main benefit of octilinear layouts is that they potentially consume less space and use fewer bends while still having a tidy and schematic appearance due to the restricted set of eight edge directions. For example, in VLSI design the $X$ Architecture [11] is a recent effort for producing octilinear chip layouts. Another application is to compute schematic layouts of sketches of graphs, a concept introduced by Brandes et al. [12].

Designing metro maps in the style of Beck can be naturally modeled as a graph drawing problem, where the stations of the network correspond to the set of vertices and the physical links between pairs of stations correspond to the set of edges. Graph drawing in general deals with the problem of finding a suitable geometric representation of a graph $G=(V, E)$ in order to enhance the understanding of the data represented by $G$, where $V$ is a set of vertices and $E$ is a set of edges that represents a binary relation on the set of vertices. Usually, in order to compute a drawing, we first need to fix a suitable set of drawing conventions, for example, drawing edges as straight-line segments. Secondly, we need to define some readability aesthetics, for example, minimizing the number of edge crossings [13]. Graph drawing problems occur in many fields from natural and engineering sciences to software engineering. Methods for the automatic visualization of graphs have been addressed in disciplines ranging from algorithmics to information visualization. Several books and surveys cover the area in detail [13], [14], [15]. A short introduction to the main concepts in graph drawing is given in Appendix A.

Accordingly, a layout algorithm for metro maps has to find positions in the plane for the vertices and edges such that the resulting drawing satisfies the basic requirements defined by the drawing conventions and optimizes a set of aesthetic criteria. Manually producing elaborate metro maps is a very costly and timeconsuming process and requires a skilled graphic designer or cartographer. Thus automating the drawing of metro maps in order to assist map designers has received increasing attention in recent years by researchers in the graph drawing and information visualization communities. Avelar and Hurni [16] report that truly easy-toread schematic maps exist only for a few cities, mainly in North America and Western Europe. As reasons for the scarcity of good schematic maps they name a lack of funds for map preparation in the tight public transport budgets and a lack of tradition to disseminate schematic maps. Effective solutions for (semi-)automatically producing schematic public transport maps can considerably reduce the preparation cost and thus may serve as an incentive to improve existing maps or to newly introduce schematic maps. Current geographic information
systems (GIS), however, do not provide the automatic creation of schematic maps.

Contributions: In this paper we propose a novel approach for automating the combined metro-map drawing-and-labeling problem. We take a graphdrawing perspective and introduce the drawing conventions and aesthetics for metro maps in Section 3. Our main contribution is the translation of the metromap layout problem problem into a mixed-integer program in Section 4. Mixed-integer programming (MIP) (see Appendix Bfor a brief introduction) is-in contrast to previously suggested methods-able to distinguish between hard constraints that must be satisfied and soft constraints that are globally optimized. As a consequence, our method is the first to model octilinearity of the resulting map as a mandatory drawing convention and not just as an aesthetic optimization criterion. We believe that octilinearity, which is strictly followed by most real metro maps (see [3], [17]), is an essential ingredient for tidy and easy-to-read metro-map layouts. Furthermore, we model label placement for the stations as an integral part of the layout process, that is, our method reserves enough space to place all station names without overlap. This is fundamentally different from labeling a fixed drawing where in some situations labels cannot be placed without overlap due to lack of space. The drawback of MIP over local optimization heuristics is the potentially long running time for solving mixed-integer programs to optimality. This is due to the fact that many NP-hard optimization problems can be modeled by MIP, which is therefore NP-hard itself. On the other hand, drawing metro maps is also NPhard [18]. This justifies using MIP for metro-map layout since it is very unlikely that efficient algorithms for the problem exist. Furthermore, metro-map layout is an application where interactive speed is not crucial and where it is worthwhile to spend a reasonable amount of time in order to get high-quality layouts. Nonetheless, we do address the running-time issue by implementing heuristic data-reduction and speed-up methods. The final section evaluates the results of our method in both a case study and an expert assessment for the metro network of Sydney in comparison to layouts produced by previous methods and to manually designed metro maps. In Appendix C,we present two additional case studies for the networks of Vienna and London.

## 2 Related Work

The problem of drawing a schematic metro map for a given original network layout is related to the linesimplification problem, which has been treated extensively in computational geometry and cartography. Only two results, however, restrict the orientation of edges in the output. Neyer [19] gave a polynomial-time algorithm to find simplified approximations to polygonal paths using a restricted number of orientations. Merrick and Gudmundsson [20] gave an algorithm for schematizing
paths according to a given set of directions. They applied the algorithm to subway networks by decomposing the network into paths. Their algorithm does not guarantee, however, that the network's topology and planarity are maintained.

An early approach to use a line-simplification algorithm called discrete curve evolution for schematizing maps was made by Barkowsky et al. [21]. As one example they looked at the lines of the Hamburg subway system. Their algorithm, however, neither restricts the edge directions nor does it increase station distances in dense downtown areas. Stations are labeled, but no effort is made to avoid label overlap.

Avelar and Müller [22], [23] implemented an algorithm to modify a given input map by iteratively moving the endpoints of line segments such that edges are represented as octilinear line segments. The algorithm was applied to the street network of Zurich, on which the transport lines were superimposed [24]. Their algorithm did not quite succeed, however, in drawing all line segments octilinearly since vertex positions were calculated as arithmetic means of several potentially conflicting map constraints. Cabello et al. [25] presented an efficient algorithm for schematizing road networks. Their algorithm draws edges as octilinear paths with at most two bends and preserves the input topology. In their algorithm, all vertices keep their original positions, which is in general not desired for drawing metro maps. Cabello and van Kreveld [26] studied approximation algorithms for aligning points octilinearly, where each point can be placed anywhere in a locally defined region. Their method does not guarantee that input topology is preserved if points correspond to vertices of a graph.

Two methods have been specifically designed for drawing metro maps; they are treated in a survey by Wolff [27]. The first approach, by Hong et al. [28], is based on the spring-embedder paradigm [13], where attracting forces act between adjacent vertices and repelling forces between non-adjacent vertices. An iterative procedure aims to find an equilibrium configuration for this system of forces. Their method realizes edges as straight-line segments and takes edge weights into account as target edge lengths. These edge weights are determined in a preprocessing step that simplifies the input graph by collapsing all degree-2 vertices; each weight unit corresponds to a collapsed vertex. Octilinearity is modeled by means of magnetic forces that drag each edge towards its closest octilinear direction. (The idea of forcing a spring embedder to produce a drawing whose edges more or less comply to a given set of edge directions has appeared before; Lauther and Stübinger [29] used it to draw orthogonal schematic cable plans.) The geometry of the input network is considered implicitly by using the original embedding as initial layout. Having computed the final layout, all degree-2 vertices are re-inserted on the corresponding edges in an equidistant manner. Station labels are placed in an independent second step by an interactive map labeling
system called LabelHints [30], which avoids label-label overlaps while label-edge overlaps are not taken into account.

The second approach has been suggested by Stott and Rodgers [31]. They used multi-criteria optimization based on hill climbing for drawing metro maps. For a given layout they defined metrics for evaluating the number of edge intersections, the octilinearity and length of edges, the angular resolution at vertices, and the straightness of metro lines. They defined the quality of a layout to be a weighted sum over these five metrics. Iteratively, the optimization algorithm considers alternative grid positions for each vertex starting with the geographic layout. Only vertex positions that preserve the topology and improve the quality measure are accepted. The authors observed that the algorithm could get stuck in local minima, which is a typical drawback of local optimization techniques. They gave a heuristic fix to overcome one class of such problems. Subsequently, Stott and Rodgers [32] extended their method by integrating horizontal station labeling into the optimization process. For a given labeling they defined several criteria to evaluate the labeling quality. These criteria measure the number of occlusions of vertices, edges, and other labels, the position of the label with respect to its vertex, side consistency for labels on a path between two interchanges, and proximity to unrelated vertices. After each iteration of vertex movements there is a labelplacement iteration in which the best of eight admissible label positions is selected for each vertex. The authors experienced occasional label-label overlaps, especially along horizontal edges.

An independent but still related problem in the design of metro maps is the so-called line-crossing minimization problem that optimizes the ordering of multiple metro lines along shared subpaths in order to minimize their crossings [33]. MIP has been used occasionally in graph drawing before. Jünger and Mutzel [34] were the first to use integer linear programming (ILP) for a combinatorial two-layer crossing minimization problem. Klau and Mutzel [35] gave an ILP formulation for the compaction phase in the topology-shape-metrics framework (see Appendix A) that minimizes the total edge length of the drawing subject to certain shape constraints and the placement of non-overlapping vertex labels. Binucci et al. [36] gave a MIP formulation to minimize the area in the compaction phase in the presence of vertex and edge labels.

## 3 Modeling Metro Map Layout

### 3.1 Design Rules

What are the characteristic properties of a metro map? In order to define the metro-map layout problem in graphdrawing terms, we need to find the drawing conventions, aesthetics, and constraints that distinguish a metro map. Although the layout principles of real metro maps differ from city to city, there are some basic design rules
to which almost all schematic metro maps adhere to and that date back to the first tube maps designed by Beck [2]. After studying the layout principles of a large number of official metro maps [3], [17] we identified the following design rules for metro maps:
(R1) Restrict all line segments to the four octilinear orientations ${ }^{1}$ horizontal, vertical, and $\pm 45^{\circ}$-diagonal.
(R2) Do not change the geographical network topology. This is crucial to support the mental map of the passengers.
(R3) Avoid bends along individual metro lines, especially in interchange stations, to keep them easy to follow for map readers. If bends cannot be avoided, obtuse angles are preferred over acute angles.
(R4) Preserve the relative position between stations to avoid confusion with the mental map. For example, a station being north of some other station in reality should not be placed south of it in the metro map.
(R5) Keep edge lengths between adjacent stations as uniform as possible with a strict minimum length. This usually implies enlarging the city center at the expense of the periphery.
(R6) Stations must be labeled and station names should not obscure other labels or parts of the network. Horizontal labels are preferred and labels along the track between two interchanges should use the same side of the corresponding path if possible.
(R7) Use distinctive colors to denote the different metro lines. This means that edges used by multiple lines are drawn thicker and use colored copies for each line.

Subsets of properties (R1)-(R7) (or slight variations) have been identified before by Hong et al. [28] and Stott and Rodgers [32]. Wolff [27] lists basically the same set of rules, but he uses two separate rules to model (R5).

Figure 1a shows the geographic layout of the suburban part of the Sydney CityRail network, where stations are connected by straight-line edges. Figure 1b shows the corresponding clipping of the official network map drawn by professional graphic designers [37]. We use this network as a benchmark since it has been drawn by Hong et al. [28] and Stott and Rodgers [32] before. Note how the aforementioned rules are realized in this map: all lines are octilinear, the topology is preserved (hard to see in the city circle to the right of the mapa good example where non-uniform map scale is used), unnecessary bends are (mostly) avoided, the mental map is retained, edge lengths are rather uniform, labels are non-overlapping, and distinct line colors are used.

Clearly, each metro map can only be a compromise of the above criteria. For example, a map with the minimum number of line bends could drastically distort the mental map and, conversely, strictly preserving the mental map could require a large number of bends.
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### 3.2 Formal Model

We will now state the metro-map layout problem in graph drawing terms. Let $G=(V, E)$ be a plane input graph, that is, a graph together with an embedding. We further assume that we know the geographic location $\Pi(v)$ of each vertex $v \in V$ in the plane. Note that if the input layout of $G$ is not planar and contains crossings between edges we obtain a plane graph $G^{\prime}$ by introducing dummy vertices that represent the crossings. These will be preserved by the layout algorithm. As usual $n$ and $m$ denote the numbers of vertices and edges of $G$, respectively. Let $\mathcal{L}$ be a line cover of $G$, that is, a set of paths of $G$ such that each edge of $G$ belongs to at least one element of $\mathcal{L}$. An element $L \in \mathcal{L}$ is called a line and corresponds to a metro line of the underlying transport network. We denote the pair $(G, \mathcal{L})$ as the metro graph. The task is now to find a drawing $\Gamma$ of $(G, \mathcal{L})$ according to the rules (R1)-(R7). At this point we ignore rule (R7) which only affects the way $\Gamma$ is displayed in the end. Furthermore we postpone the label placement given by rule (R6) to Section 5.3 and concentrate on rules (R1)-(R5). We split these rules into strict requirements or drawing conventions, also called hard constraints, and into aesthetic optimization criteria, also called soft constraints. Our hard constraints are:
(H1) For each edge $e$, the line segment $\Gamma(e)$ must be octilinear.
(H2) For each vertex $v$, the circular order of its neighbors must agree in $\Gamma$ and the input embedding.
(H3) For each edge $e$, the line segment $\Gamma(e)$ must have length at least $\ell_{e}$.
(H4) Each edge $e$ must have distance at least $d_{\text {min }}>0$ from each non-incident edge in $\Gamma$.
Constraint (H1) models octilinearity (R1), (H2) models the topology requirement ( R 2 ), ( H 3 ) models the minimum edge length in (R5), and (H4) avoids introducing additional edge crossings and thus also models a part of (R2). This is because two intersecting edges would have distance $0<d_{\text {min }}$.

The soft constraints should hold as tightly as possible. They determine the quality of $\Gamma$ and are as follows:
(S1) The lines in $\mathcal{L}$ should have few bends in $\Gamma$, and the bend angles $\left(<180^{\circ}\right)$ should be as large as possible.
(S2) For each pair of adjacent vertices $(u, v)$, their relative position should be preserved, that is, the angle $\angle(\Gamma(u), \Gamma(v))$ should be similar to the angle $\angle(\Pi(u), \Pi(v))$, where $\angle(a, b)$ is the angle between the $x$-axis and the line through $a$ and $b$.
(S3) The total edge length of $\Gamma$ should be small.
Clearly, constraint (S1) models minimizing the number and "strength" of the bends (R3) and (S2) models preserving the relative position (R4). The uniform edge length rule (R5) is realized by the combination of a strict lower bound of unit length (H3) and a soft upper bound (S3) for the edge lengths. Rule (R4) for the relative position can be interpreted as both a soft and a hard constraint, for example, by restricting the angular deviation

(a) Geographic layout. Created by John Shadbolt.

Fig. 1. The Sydney CityRail network.
to at most $90^{\circ}$ as a hard constraint and charging costs for smaller deviations as a soft constraint. Our framework reflects this ambivalence, but modeling relative position as a purely soft constraint is also possible. Other soft constraints can be added or removed depending on the application. The soft constraints can be weighted according to their importance. We now formally state the metro-map layout problem.

Problem 1 (Metro-Map Layout Problem): Given a plane graph $G=(V, E)$ with maximum degree 8 and vertex coordinates in $\mathbb{R}^{2}$, a line cover $\mathcal{L}$ of $G$, minimum edge lengths $\ell_{e}>0$ for each $e \in E$, and a minimum distance $d_{\text {min }}>0$, find a nice drawing $\Gamma$ of $(G, \mathcal{L})$, that is, a drawing $\Gamma$ that satisfies the hard constraints (H1)-(H4) and optimizes the soft constraints (S1)-(S3).

Note that the restriction to graphs with maximum vertex degree 8 is an immediate consequence of the restriction to octilinear edge directions. Recall the difference between edges and lines in our model: while a vertex can have at most eight incident edges there can still be multiple lines that share a single edge. We are not aware of any real metro map that has vertices with a degree higher than 8 in the underlying graph.

From a theoretical point of view one can ask the existence question "Given the input, is there a drawing that satisfies all hard constraints?". It turns out that this question is NP-complete by reduction from the PLANAR 3-SAT problem [18]. This result is in contrast to the same question in the orthogonal setting which can be answered by an efficient network flow algorithm in the topology-shape-metrics framework [38].

If we combine graph drawing and labeling, the only difference to Problem 1 is that we have additional hard constraints that model non-overlapping labels placed according to one out of a set of predefined label positions.

(b) Corresponding clipping of the official map [37].

Section 5.3 extends our model in order to solve the graph-labeling problem.

## 4 Mixed-Integer Program

We decided to formulate the metro-map layout problem as a mixed-integer program. Solving NP-hard optimization problems like ours with a MIP formulation is different from using heuristic search methods like force models [28] or hill climbing [31], [32]. Unlike heuristic methods, MIP takes a global approach, and MIP solvers guarantee to find optimal solutions, albeit not in polynomial time. Nowadays, rather sophisticated and versatile solvers are available which means that a MIP model can quickly be implemented and tested, which is another advantage of our approach. The main challenge is thus to formulate a MIP model that correctly and efficiently reflects the layout problem. The following sections show how we transform the hard and soft constraints (H1)-(H4) and (S1)-(S3) into the linear (in) equalities of a mixed-integer program. This gives us the necessary flexibility to achieve the following. If a layout that conforms to all hard constraints exists (and this was the case in all our examples), then solving our mixed-integer program yields such a layout. Otherwise the solver reports infeasibility. Moreover, our MIP formulation optimizes the weighted sum of cost functions each of which corresponds to a soft constraint.

### 4.1 Coordinate System and Metric

We can state all our constraints using Cartesian coordinates. Still, we will for simplicity use an extended ( $x, y, z_{1}, z_{2}$ )-coordinate system which allows us to handle all four orientations in the same way. Each coordinate axis corresponds to one of the orientations as depicted


Fig. 2. Octilinear coordinate system. Marked grid points have unit $L^{\infty_{-}}$ distance from the origin.


Fig. 3. Numbering of the sectors and the octilinear directions relative to vertex $u$. Here $\sec _{u}(v)=5$.
in Fig. 2. For a vertex $v \in V$ we define $z_{1}(v)=(x(v)+$ $y(v)) / 2$ and $z_{2}(v)=(x(v)-y(v)) / 2$.

Furthermore, we need to specify an underlying metric for measuring distances. We use the $L^{\infty}$-metric, which defines the distance of two vertices $u, v$ to be $\max (\mid x(u)-$ $x(v)|,|y(u)-y(v)|)$. This metric has the property that all points on the boundary of the unit square centered at a point $p$ have the same distance from $p$, see Fig. 2. A side-effect of using the $L^{\infty}$-metric is that all vertices will be placed on a rectilinear grid as long as all edge lengths in the $L^{\infty}$-metric are integers.

### 4.2 Octilinearity and Edge Length (H1) \& (H3)

The constraints in this part deal with the orientation and the length of all edges $u v \in E$ and thus model the two hard constraints (H1) and (H3). In principle, each edge can take any of the eight octilinear directions. However, with the relative position rule (R4) in mind, we further restrict the admissible directions for an edge $u v$ to the three closest octilinear approximations of the input line segment $\overline{\Pi(u) \Pi(v)}$. This means that the maximum deviation of the angles $\angle(\Gamma(u), \Gamma(v))$ and $\angle(\Pi(u), \Pi(v))$ is $67.5^{\circ}$. This restriction is optional.

Before formulating the constraints, we need some notation to address relative positions between vertices and to denote directions of edges. For technical reasons, we represent each undirected edge $\{u, v\}$ as a pair of directed edges $u v$ and $v u$. For each vertex $u$ we define a partition of the plane into eight sectors. Each sector is a $45^{\circ}$-wedge with apex $u$. The wedges are centered around rays that emanate from $u$ and follow the octilinear directions. The sectors are numbered from 0 to 7 counterclockwise starting with the positive $x$-direction (Fig. 3).

In order to refer to the rough relative position between two adjacent vertices $u$ and $v$ in the input layout, we use the terms $\sec _{u}(v)$ and $\sec _{v}(u)$ to denote the sector relative to $u$ in which $v$ lies and vice versa. Similarly, for each pair of edges $u v$ and $v u$, we introduce variables $\operatorname{dir}(u, v)$ and $\operatorname{dir}(v, u)$ to denote the octilinear directions of $u v$ and
$v u$ in the output drawing $\Gamma$. We identify each octilinear direction with its corresponding sector. For example, if the edge $u v$ in $\Gamma$ leaves $u$ in negative $z_{1}$-direction, we say $\operatorname{dir}(u, v)=5$. Note that $\sec _{u}(v)=\sec _{v}(u)+4(\bmod 8)$ and $\operatorname{dir}(u, v)=\operatorname{dir}(v, u)+4(\bmod 8)$.

The following three blocks of constraints model the layout of the edge $u v$ :

$$
\begin{gather*}
\alpha_{\text {prec }}(u, v)+\alpha_{\text {orig }}(u, v)+\alpha_{\text {succ }}(u, v)=1  \tag{1}\\
\operatorname{dir}(u, v)=\sum_{i \in\{\text { prec,orig,succ }\}} \sec _{u}^{i}(v) \cdot \alpha_{i}(u, v)  \tag{2}\\
\operatorname{dir}(v, u)=\sum_{i \in\{\text { prec,orig,succ }\}} \sec _{v}^{i}(u) \cdot \alpha_{i}(u, v) \\
y(u)-y(v) \leq M\left(1-\alpha_{\text {prec }}(u, v)\right) \\
-y(u)+y(v) \leq M\left(1-\alpha_{\text {prec }}(u, v)\right) \\
x(u)-x(v) \geq-M\left(1-\alpha_{\text {prec }}(u, v)\right)+\ell_{u v} . \tag{3}
\end{gather*}
$$

Constraint (1) models the selection of one of the three permitted directions by means of three binary variables $\alpha_{\text {prec, }} \alpha_{\text {orig, }} \alpha_{\text {succ }}$ whose sum equals 1 . The index $i \in$ \{prec, orig, succ\} for which $\alpha_{i}(u, v)=1$ denotes the direction of the original $\operatorname{sector}^{\sec } u(v)$ of edge $u v(i=$ orig $)$, its preceding sector ( $i=$ prec), or its succeeding sector ( $i=$ succ), respectively. By $\sec _{u}^{i}(v)$ we denote the index of these sectors for $i \in\{$ prec, orig, succ $\}$. In the example of Fig. 3 these are sectors 4,5 , and 6.

In constraints (2), the integer variables $\operatorname{dir}(u, v)$ and $\operatorname{dir}(v, u)$ are assigned to the correct edge direction indices according to the values of the three binary variables above. The direction variables will be used in some of the remaining hard and soft constraints. Note that constraints (2) are indeed linear since the terms $\sec _{u}^{i}(v)$ and $\sec _{v}^{i}(u)$ are constants and only $\alpha_{i}(u, v)$ is a variable.

Finally, constraints (3) deal with the positions of vertices $u$ and $v$ in the output drawing $\Gamma$. For each possible direction we need such a set of three inequalities, which of course depend on the direction. Only the set of constraints corresponding to the selected direction will be active. This is modeled by means of a (large) constant $M$ as introduced in Appendix B. The three lines in Constraints (3) that we spelled out explicitly represent the case $\sec _{u}^{\text {prec }}(v)=4$, that is, the case that $u v$ must be directed horizontally to the left. In this case, $v$ must have the same $y$-coordinate as $u$ and lie by at least $\ell_{u v}$, the minimum length of $u v$, to the left of $u$. Exactly this requirement is modeled by constraints (3) if $\alpha_{\text {prec }}(u, v)=1$. Otherwise, if $\alpha_{\text {prec }}(u, v)=0$, the three given constraints are trivially satisfied since we set $M$ to an upper bound on all possible coordinate differences. For example, if $0 \leq x(v), y(v) \leq n$ for all $v \in V$, we can set $M=n$. The sets of constraints are similar for other input edge directions and $i \in\{$ orig, succ $\}$ : one coordinate of $u$ and $v$ must be equal and their distance along the respective octilinear direction must be at least $\ell_{u v}$.

Overall, the above constraints model octilinearity (H1) and the lower bound on the length of each edge (H3).

Clearly, the number of possible directions can be increased in the above formulation if the relative position rule (R4) for adjacent vertices is not to be modeled as a partially hard constraint. The restriction to three directions is a good compromise between conservation of the relative position and flexibility in the drawing. Each edge gives rise to 5 variables and 12 constraints.

### 4.3 Circular Vertex Orders (H2)

The constraints in this part preserve the circular order of the neighbors around each vertex and thus the input embedding as required by hard constraint (H2). For each vertex $v$ with $\operatorname{deg}(v) \geq 2$ we have:

$$
\begin{gather*}
\beta_{1}(v)+\beta_{2}(v)+\ldots+\beta_{\operatorname{deg}(v)}(v)=1  \tag{4}\\
\operatorname{dir}\left(v, u_{1}\right) \leq \operatorname{dir}\left(v, u_{2}\right)-1+8 \beta_{1}(v) \\
\operatorname{dir}\left(v, u_{2}\right) \leq \operatorname{dir}\left(v, u_{3}\right)-1+8 \beta_{2}(v)  \tag{5}\\
\\
\vdots \\
\operatorname{dir}\left(v, u_{\operatorname{deg}(v)}\right)
\end{gather*}
$$

where $\beta_{i}(v)$ are binary variables for $i=1, \ldots, \operatorname{deg}(v)$ and $u_{1}<\ldots<u_{\operatorname{deg}(v)}$ are the neighbors of $v$ in counterclockwise order with respect to the input embedding.

The idea behind these constraints is that the values of the direction variables $\operatorname{dir}\left(v, u_{1}\right), \ldots, \operatorname{dir}\left(v, u_{\operatorname{deg}}(v)\right)$ of the incident edges should reflect the circular input order. Thus looking at the edges in the given order, their direction index must strictly increase except for one position. Namely, it decreases when we cross the boundary between sector 7 and sector 0 . Hence there is exactly one of the inequalities $\operatorname{dir}\left(v, u_{i}\right) \leq \operatorname{dir}\left(v, u_{i+1}\right)-1$ that does not hold unless we add 8 to the right-hand side. The position $i$ where this happens is determined by the only binary variable in constraint (4) with $\beta_{i}(v)=1$. For this $i$ the corresponding constraint in (5) evaluates to $\operatorname{dir}\left(v, u_{i}\right) \leq \operatorname{dir}\left(v, u_{i+1}\right)-1+8$ which holds even if $\operatorname{dir}\left(v, u_{i}\right)>\operatorname{dir}\left(v, u_{i+1}\right)-1$. All other constraints for $j \neq i$ in (5) do not add 8 to the right-hand side as $\beta_{j}(v)$ will be 0 .
Note that we demand strictly increasing direction indices and thus no two edges incident to the same vertex can have the same direction. For each vertex $v$ this part of the MIP formulation requires $\operatorname{deg}(v)$ binary variables and $\operatorname{deg}(v)+1$ constraints.

### 4.4 Edge Spacing (H4)

As stated before, constraint (H4), which requires that two non-incident edges stay $d_{\text {min }}$ apart, avoids that edge crossings are introduced and thus ensures the planarity of the drawing. For each pair of non-incident edges $\left(e_{1}, e_{2}\right)=\left(u_{1} v_{1}, u_{2} v_{2}\right)$ we require:

$$
\begin{equation*}
\sum_{i \in\{\mathrm{~N}, \mathrm{~S}, \mathrm{E}, \mathrm{~W}, \mathrm{NE}, \mathrm{NW}, \mathrm{SE}, \mathrm{SW}\}} \gamma_{i}\left(e_{1}, e_{2}\right) \geq 1 \tag{6}
\end{equation*}
$$



Fig. 4. The $d_{\text {min }}$ - Fig. 5. Bend cost neighborhood of $e_{1} ; e_{2} \operatorname{bd}(u, v, w)$ for each satisfies (H4) with respect to $e_{1}$, but $e_{3}$ does not.
 $\operatorname{bd}(u, v, w)$ for
value of $\operatorname{dir}(v, w)$.

$$
\begin{align*}
& x\left(u_{2}\right)-x\left(u_{1}\right) \leq M\left(1-\gamma_{E}\left(e_{1}, e_{2}\right)\right)-d_{\min } \\
& x\left(u_{2}\right)-x\left(v_{1}\right) \leq M\left(1-\gamma_{E}\left(e_{1}, e_{2}\right)\right)-d_{\min } \\
& x\left(v_{2}\right)-x\left(u_{1}\right) \leq M\left(1-\gamma_{E}\left(e_{1}, e_{2}\right)\right)-d_{\min }  \tag{7}\\
& x\left(v_{2}\right)-x\left(v_{1}\right) \leq M\left(1-\gamma_{E}\left(e_{1}, e_{2}\right)\right)-d_{\min },
\end{align*}
$$

where $\gamma_{\mathrm{N}}\left(e_{1}, e_{2}\right), \ldots, \gamma_{\mathrm{sW}}\left(e_{1}, e_{2}\right)$ are binary variables and the compass orientations $\mathrm{N}, \mathrm{S}, \mathrm{E}, \mathrm{W}, \mathrm{NE}, \mathrm{NW}, \mathrm{SE}$, and SW denote the octilinear directions. The idea behind these constraints is that, for a pair of octilinear edges to have $L^{\infty}$-distance of at least $d_{\text {min }}$, it suffices to ensure that the two edges stay apart by $d_{\text {min }}$ in at least one of the octilinear directions. Figure 4 shows the $d_{\min ^{-}}$ neighborhood $U_{d_{\text {min }}}^{\infty}\left(e_{1}\right)$ of an edge $e_{1}$. To make sure that no other edge intersects $U_{d_{\text {min }}}^{\infty}\left(e_{1}\right)$, we enforce that both vertices of that edge have a distance of at least $d_{\text {min }}$ in the same octilinear direction from $e_{1}$-unlike edge $e_{3}$ in Figure 4.

From constraint (6) we get that at least one variable $\gamma_{i}\left(e_{1}, e_{2}\right)$ is set to 1 . Let for instance $\gamma_{\mathrm{E}}\left(e_{1}, e_{2}\right)=1$, that is, $e_{1}$ is east of $e_{2}$ as in Figure 4. The corresponding block of constraints for $\gamma_{\mathrm{E}}\left(e_{1}, e_{2}\right)$ is given in (7); for the other seven variables there are similar sets of constraints. Since $\gamma_{\mathrm{E}}\left(e_{1}, e_{2}\right)=1$ the four constraints in (7) simply mean that both $u_{2}$ and $v_{2}$ must be to the left of $u_{1}-d_{\text {min }}$ and to the left of $u_{2}-d_{\min }$. Otherwise, if $\gamma_{\mathrm{E}}\left(e_{1}, e_{2}\right)=0$, the inequalities are always satisfied. The same principles apply for the constraints of the remaining orientations.

For each pair of edges we thus need 33 constraints and eight binary variables. However, since there are $\Theta\left(m^{2}\right)$ such pairs, the constraints and variables that model (H4) dominate the otherwise linear size of our model. This slows down the solution time for the mixedinteger program drastically. In Section 5.2 we propose two (heuristic) improvements to the model that significantly cut down the number of constraints and variables for modeling (H4).

Also note that the above planarity constraints are based on the fact that, due to a limited number of edge directions, there is only a limited number of relative positions of two edges. This model does therefore not extend to planarity of arbitrary line segments.

### 4.5 Line Bends (S1)

Usability of a metro map depends strongly on the user's ability to visually follow the metro lines. This is usually facilitated by using distinguishable colors (cf. (R7)), but also by avoiding bends along the lines as formulated in (S1).

Given two adjacent edges $u v$ and $v w$ on a path $L \in \mathcal{L}$, we define the bend cost $\operatorname{bd}(u, v, w)$ subject to the angle between $u v$ and $v w$ in the output drawing $\Gamma$. Due to the octilinearity constraints and to the fact that two adjacent edges cannot have the same direction relative to their joint vertex, the angles can only equal $180^{\circ}, 135^{\circ}, 90^{\circ}$, and $45^{\circ}$. In that order we define the corresponding bend cost to be $0,1,2$, and 3 , such that the cost increases with the acuteness (or "strength") of the angle, see Fig. 5.

Then the total bend cost of the drawing is

$$
\begin{equation*}
\operatorname{cost}_{(S 1)}=\sum_{L \in \mathcal{L}} \sum_{u v, v w \in L} \operatorname{bd}(u, v, w) \tag{8}
\end{equation*}
$$

Minimizing $\operatorname{cost}_{(S 1)}$ hence minimizes the number and acuteness of the bends along all lines in $\mathcal{L}$. We could also assign higher, for example, double, costs to bends in interchange vertices to stress that lines should go straight through those vertices.

It remains to state how the bend cost is actually computed within the model. Given two adjacent edges $u v$ and $v w$, we can determine the angle between them by reusing the values of $\operatorname{dir}(u, v)$ and $\operatorname{dir}(v, w)$ that have been defined in Section 4.2. For ease of notation let $\Delta \operatorname{dir}_{u, v, w}=\operatorname{dir}(u, v)-\operatorname{dir}(v, w)$. It is easy to verify that the bend cost defined above can be expressed as

$$
\begin{equation*}
\operatorname{bd}(u, v, w)=\min \left\{\left|\Delta \operatorname{dir}_{u, v, w}\right|, 8-\left|\Delta \operatorname{dir}_{u, v, w}\right|\right\} \tag{9}
\end{equation*}
$$

where the first term is minimum for $-4 \leq \Delta \operatorname{dir}_{u, v, w} \leq 4$ and the latter term for $-7 \leq \Delta \operatorname{dir}_{u, v, w} \leq-5$ or $5 \leq$ $\Delta \operatorname{dir}_{u, v, w} \leq 7$. In order to compute this cost by means of linear constraints we use

$$
\begin{array}{r}
-\operatorname{bd}(u, v, w) \leq \Delta \operatorname{dir}_{u, v, w}-8 \delta_{1}(u, v, w)+8 \delta_{2}(u, v, w) \\
\quad \operatorname{bd}(u, v, w) \geq \Delta \operatorname{dir}_{u, v, w}-8 \delta_{1}(u, v, w)+8 \delta_{2}(u, v, w) \tag{10}
\end{array}
$$

where $\delta_{1}(u, v, w)$ and $\delta_{2}(u, v, w)$ are binary variables. These constraints express that $\operatorname{bd}(u, v, w)$ is lower bounded by $\left|\Delta \operatorname{dir}_{u, v, w}-8 \delta_{1}(u, v, w)+8 \delta_{2}(u, v, w)\right|$. Since $\mathrm{bd}(u, v, w)$ is minimized in $\operatorname{cost}_{(S 1)}$ it will match its lower bound. Moreover, as a result of this minimization, the lower bound will itself be minimized by assigning the best possible values to the two binary variables $\delta_{1}(u, v, w)$ and $\delta_{2}(u, v, w)$. For $5 \leq \Delta \operatorname{dir}_{u, v, w} \leq 7$ setting $\delta_{1}(u, v, w)=1$ and $\delta_{2}(u, v, w)=0$ yields the smallest value; for $-7 \leq \Delta \operatorname{dir}_{u, v, w} \leq-5$ setting $\delta_{1}(u, v, w)=0$ and $\delta_{2}(u, v, w)=1$ yields the smallest value; in the remaining cases either both variables are set to one or to zero. In all these cases we have $\mid \Delta \operatorname{dir}_{u, v, w}-8 \delta_{1}(u, v, w)+$ $8 \delta_{2}(u, v, w) \mid=\min \left\{\left|\Delta \operatorname{dir}_{u, v, w}\right|, 8-\left|\Delta \operatorname{dir}_{u, v, w}\right|\right\}$ as desired.

Minimizing the number of bends thus uses three variables and two constraints for each pair of incident
edges on a path $L \in \mathcal{L}$. Since there are in total at most $m^{\prime}$ such pairs we are using at most $3 m^{\prime}$ variables and at most $2 m^{\prime}$ constraints.

### 4.6 Relative Positions (S2)

To preserve as much of the overall appearance of the geometry of the metro system as possible we have already restricted the edge directions to the set of the three octilinear directions closest to the input direction in Sect. 4.2. Ideally, we want to draw an edge $u v$ using its best octilinear approximation, that is, the direction where $\operatorname{dir}(u, v)=\sec _{u}(v)$. We introduce a cost of 1 if the layout does not use that direction. This suffices to model (S2) in our case. In the general case, in which more than three directions are admissible, a gradual cost scheme similar to the bend cost above must be applied.

For each edge $u v$ we define as its cost a binary variable $\operatorname{rpos}(u v)$ which can be set to zero if and only if $\operatorname{dir}(u, v)=\sec _{u}(v)$. Then the cost for deviating from the original relative positions is

$$
\begin{equation*}
\operatorname{cost}_{(S 2)}=\sum_{u v \in E} \operatorname{rpos}(u v) \tag{11}
\end{equation*}
$$

which, for each edge, charges 1 if not using the nearest octilinear direction. The correct assignment of $\operatorname{rpos}(u v)$ is modeled by

$$
\begin{equation*}
-M \operatorname{rpos}(u v) \leq \operatorname{dir}(u, v)-\sec _{u}(v) \leq M \operatorname{rpos}(u v) \tag{12}
\end{equation*}
$$

This part of the model needs $m$ variables and $2 m$ constraints.

### 4.7 Total Edge Length (S3)

The edge lengths are considered in the $L^{\infty}$-metric as stated before. We define a new real-valued, non-negative variable $\lambda(u v)$ for each edge $u v$ that serves as an upper bound on the length of $u v$. By minimizing the sum of all upper bounds

$$
\begin{equation*}
\operatorname{cost}_{(S 3)}=\sum_{u v \in E} \lambda(u v) \tag{13}
\end{equation*}
$$

the bounds $\lambda(u v)$ become tight and thus equal to the corresponding edge lengths.

The constraints that define $\lambda(u v)$ are simply

$$
\begin{align*}
x(u)-x(v) & \leq \lambda(u v) \\
-x(u)+x(v) & \leq \lambda(u v)  \tag{14}\\
y(u)-y(v) & \leq \lambda(u v) \\
-y(u)+y(v) & \leq \lambda(u v)
\end{align*}
$$

In total we use $m$ variables and $4 m$ constraints.

### 4.8 Summary of the Model

In the previous seven subsections we have described in detail the constraints and variables of our MIP model for the metro-map layout problem. Table 1 summarizes the number of variables and constraints required for each part of our model. The hard constraints (H1)-(H4)

| constraint | \# MIP variables | \# MIP constraints |
| :--- | ---: | ---: |
| (H1) \& (H3) | $5 m$ | $12 m$ |
| (H2) | $2 m$ | $2 m+n$ |
| (H4) | $\leq 8\left(m^{2}-m\right) / 2$ | $\leq 33\left(m^{2}-m\right) / 2$ |
| (S1) | $3 m^{\prime}$ | $2 m^{\prime}$ |
| (S2) | $m$ | $2 m$ |
| (S3) | $m$ | $4 m$ |
| total | $\leq 4 m^{2}+5 m+3 m^{\prime}$ | $\leq 16.5 m^{2}+3.5 m+2 m^{\prime}+n$ |

TABLE 1
Number of variables and constraints for each hard and soft constraint in the model. Note that we give upper bounds for ( H 4 ) as it applies only to non-incident edge pairs.
form the constraint section of the MIP formulation. The soft constraints (S1)-(S3) contribute another part to the constraint section that defines the cost variables, which subsequently are minimized in the (weighted) objective function

$$
\begin{equation*}
\lambda_{(S 1)} \operatorname{cost}_{(S 1)}+\lambda_{(S 2)} \operatorname{cost}_{(S 2)}+\lambda_{(S 3)} \operatorname{cost}_{(S 3)} \tag{15}
\end{equation*}
$$

The non-negative weights $\lambda_{(S i)}(i=1,2,3)$ allow for adjustment of the relative importance of each of the optimization criteria. Figure 6 illustrates the influence of the three soft constraints (S1)-(S3) on the network layout. It shows the geographic input network of Vienna and three layouts, each of which exaggerates one of the soft constraints.

The first layout in Figure 6b optimizes line straightness. Indeed the red and brown lines have no bends. From the geographic orientations of the edges (see Figure 6a) it is clear that the bends in the remaining lines cannot be straightened given that our model restricts each edge to only three admissible directions (recall Section 4.2). In Figure $6 c$ the emphasis is on reflecting the original edge directions, which this layout clearly realizes. Of course, this results in an increase of the number of bends. The layout in Figure 6d emphasizes a small total edge length. Indeed only four edges in the center of the map have a length of two units whereas all others are of unit length. Some bends are introduced in order to compress the edges in the inner part of the network. It is obvious that none of these three extreme examples is a good layout. It requires a carefully balanced weight vector in order to obtain drawings that meet the quality requirements. In the end it is a matter of taste whether there should be a slight tendency towards bend minimization or towards preservation of the mental map. Appendix C. 1 presents the full case study for Vienna including a well-balanced layout.

## 5 Improvements and Extensions

Our basic model in the previous section can be improved and extended in a number of ways in order to find solutions in less time or to enhance the map with station labels.

### 5.1 Reducing the Size of the Network

A common feature of metro graphs is that they tend to have a large number of degree- 2 vertices, which represent non-interchange stations along metro lines between two interchanges. By soft constraint (S1) it is desirable to avoid line bends in these degree-2 vertices and optimizing each edge on a path between two interchanges separately seems unnecessary. Therefore, the idea to replace each path of degree-2 vertices temporarily by a single edge (which will be drawn straight) and to reinsert the vertices in the final drawing equidistantly on this edge has been proposed in the literature [28], [31]. We use a slightly different approach that allows more flexibility in the layout of paths of degree-2 vertices: instead of a single edge we replace each such path by a path of length 3 that can have up to two bends between two neighboring interchanges. This allows for better balancing line straightness (S1) and geographic accuracy (S2) in the layout. Again, the original vertices are reinserted equidistantly on their corresponding paths. Our experiments showed that this is a good compromise between layout flexibility and the resulting size of the model.

### 5.2 Reducing the Size of the Model

The time that is required to solve a mixed-integer program depends on the geometric shape of the feasible region, which in turn depends on the number of variables and constraints of the model. Thus reducing the model size is another way of speeding up our layout method.

As can be seen from Table 1, edge spacing (H4), which also avoids edge crossings, is the only layout constraint that causes a quadratic number of variables and constraints in the model. This is due to the fact that naively we consider (H4) for all $\Theta\left(m^{2}\right)$ pairs of nonincident edges. The first observation is that for a planar drawing of an embedded graph it suffices to require that non-incident edges of the same face satisfy (H4). The reason is that each time two edges of different faces cross there must also be a crossing between each of those edges and an edge of their respective faces. So instead of modeling ( H 4 ) for all pairs of non-incident edges we only model it for pairs of non-incident edges of the same face.

However, even with this primary size reduction the models for most of our metro map examples were still too large to find fast solutions. We observed that, on the one hand, only a small fraction of all possible spacing conflicts was relevant for the layout, that is, edge pairs for which (H4) had to be modeled explicitly. On the other hand, it is not clear how to determine these relevant edge pairs in advance. Fortunately, we could implement our algorithm using the callback functionality of the MIP optimizer CPLEX [39] as follows. In the initial MIP formulation we do not consider (H4) at all. Then, during the optimization process, we add constraints on demand, that is, as soon as the optimizer returns a new


Fig. 6. Layouts of the metro network of Vienna with emphasis on bend minimization (b), preservation of relative positions (c), and length minimization (d) by assigning different weight vectors ( $\left.\lambda_{(S 1)}, \lambda_{(S 2)}, \lambda_{(S 3)}\right)$.
candidate solution, a callback routine is notified. This routine interrupts the optimizer and checks externally for violations of (H4) in the current layout. If there are pairs of edges that intersect we add the respective edge spacing constraints for those pairs and reject the candidate solution. Subsequently, we continue the optimization. Our case study in Section 6 shows the positive effect of this approach.

### 5.3 Label Placement

In its original application a metro map is of no interest to a passenger unless all stations are labeled by their repective names, see design rule (R6). The most fundamental requirement in a labeled metro map is that labels do not overlap other labels or vertices and edges of the graph. Basically, there are two different ways of generating labeled metro maps: (a) using a two-phase approach that first generates an unlabeled layout and then, as a second step, places the labels within this layout as good as possible, or (b) using an integrated graph labeling approach that directly generates a labeled layout. Only the latter integrated approach assures that there is enough space to place all labels without overlap.

We follow the graph labeling approach by enhancing the metro graph with labeling regions that are large enough to accommodate all the labels that are assigned to them. For this enhanced graph we set up the MIP model as described before. Its solution will be a crossingfree layout, which means in turn that all labeling regions will be empty and their labels can safely be placed inside.

We assume that all degree- 2 vertices have been collapsed as described in Section 5.1. For each path of length 3 between two interchange stations we model its labeling region as a parallelogram attached to the middle segment of the path, that is, the collapsed vertices will later be inserted along this middle segment and all their labels lie to the same side of the path. Often, this is visually more pleasing than an arbitrary mix of labels on both sides. The side length of the parallelogram matches the length of its longest vertex label. Both to keep the number of reading directions small and to avoid


Fig. 7. Vertex labels between interchanges $p$ and $q$ are modeled with a parallelogram-shaped region attached to edge $v w$.
unnecessary complexity in the model we restrict labels to be placed horizontally or, if the corresponding edge itself is horizontal, diagonally in $z_{1}$-direction. Note that our model extends the ideas of Binucci et al. [36] who use a similar MIP model to label edges with fixed-size rectangles in an orthogonal graph drawing. In our case the parallelograms that contain the labels can be seen as additional metro lines. They differ from the other metro lines in that they can flip sides and in that their shape is fixed. As an example we show how to label the nonhorizontal middle edge $e=v w$ of the path between $p$ and $q$ in Figure 7. We first insert two dummy vertices $r, s$ on $e$ between $v$ and $w$ and make sure that $e$ cannot bend at $r$ and $s$ with the constraints

$$
\begin{equation*}
\operatorname{dir}(v, r)=\operatorname{dir}(r, s)=\operatorname{dir}(s, w) . \tag{16}
\end{equation*}
$$

We add two more vertices $t, u$ and the edges $r t, t u, s u$. Edges $r t$ and $s u$ are forced to be horizontal and to be of length $\ell_{r t}$, the length of the longest vertex label on $e$. For $r t$ this is accomplished with the constraints

$$
\begin{align*}
y(r) & =y(t) \\
x(r)-x(t) & \leq \rho(e) M+\ell_{r t}  \tag{17}\\
x(r)-x(t) & \geq-\rho(e) M+\ell_{r t} \\
x(t)-x(r) & \leq-\rho(e)) M+\ell_{r t} \\
x(t)-x(r) & \geq-(1-\rho(e)) M+\ell_{r t},
\end{align*}
$$

where $\rho(e)$ is a binary variable that decides whether the labels are on the left $(\rho(e)=0)$ or right side $(\rho(e)=1)$ of $e$. For $s u$ the constraints are analogous to (17) using the
same binary variable $\rho(e)$. The third edge $t u$ is forced to be parallel to $r s$ by the constraint

$$
\begin{equation*}
\operatorname{dir}(t, u)=\operatorname{dir}(r, s) \tag{18}
\end{equation*}
$$

so that the four new edges indeed form a parallelogram attached to $e$. This parallelogram can still be placed on either side of $e$, modeled by the binary variable $\rho(e)$. For horizontal edges with $z_{1}$-diagonal labels an analogous construction is done. Clearly, we must ignore the circular order constraints (H2) for $r$ and $s$ because these vertices are meant to have a variable order of their incident edges. Moreover, the new edges $r t, t u$, and $s u$ are not taken into account in the total edge length $\operatorname{cost}_{(S 3)}$. Finally, because an edge can be drawn horizontally or not we need to do a case distinction in order to select either the set of constraints for horizontal or for diagonal labels.

For labeling a single vertex $v$-an interchange, for example-we simply append a new vertex $w$ to $v$. The edge $v w$ has length equal to the label length and can take any horizontal or $z_{1}$-diagonal position in the circular order of the edges around $v$.

## 6 Evaluation

The decisive criterion by which any metro-map layout algorithm is judged in the end is the visual quality and usability of its output. To that end, we present in this section the results of a benchmark case study for the metro network of Sydney, Australia. For two more case studies see Appendix C. First, we introduce the Sydney network and present automatically produced layouts by two previous approaches and by our new method, see Section 6.1. Then we evaluate these three layouts and the official network map based on the design rules (R1)-(R7), see Section 6.2. Finally, we report the results of a questionnaire-based expert assessment of the four layouts, see Section 6.3.

### 6.1 Case Study: Sydney

Sydney is a medium-size metro network with 174 vertices, 183 edges, and 11 faces. The removal of degree-2 vertices described in Section 5.1 reduces these numbers to 88 vertices and 97 edges, while adding station labels as described in Section 5.3 yields 242 vertices, 270 edges, and 30 faces, see also Table 3 in Appendix C. Sydney was used as an example before by Hong et al. [28] and Stott and Rodgers [32] to evaluate their methods. Hence we are able to compare our results for the Sydney network to their layouts.

Our input graphs are given by a list of vertices with $x$ - and $y$-coordinates and station names, and by a list of edges, each of which is associated to the metro lines to which it belongs. The input embedding assumes straight-line edges. Recall that all edge crossings that exist in the input layout are replaced by dummy vertices and are thus preserved in our output drawings.

The environment for computing our layouts was a Linux system based on an AMD Opteron 2218 CPU with 2.6 GHz and 8 GB RAM. Our implementation is a Java program that generates the MIP formulation, solves it using the commercial optimizer Ilog CPLEX 11.1 [39], and then produces the layout from the coordinates in the solution. We chose a time frame of 12 hours for computing the layouts. If optimality could not be shown within this time, we report the best integer feasible solution and the remaining optimality gap. Note that in most cases CPLEX quickly generates intermediate solutions (that can never get worse), whereas most of the computation time is spent on finding minor improvements to the objective function. In practice it is worthwhile to examine suboptimal solutions, too, since our objective function is only a humble mathematical attempt to capture the aesthetics of a schematic network layout. Hence in some instances suboptimal layouts may in fact be visually more pleasing than optimal layouts.

The CityRail System of Sydney has already been introduced as an example in Section 3. In our discussion below we refer to the geographic and the official schematic layout of the network in Figure 1. One property of the network is that there are quite a few parallel lines along central backbone paths of the network. Moreover, due to the geographic setting of Sydney on the coast, many lines lead from a peripheral terminus to a downtown terminus close to the sea.

Figure 8 shows two layouts of the Sydney network that were produced by previous methods. The result of the force-directed method of Hong et al. [28] is depicted in Figure 8a. Note that they used a slightly larger network that includes additional intercity connections. The suburban part of the network, which is the basis of our comparison, is highlighted in gray. Unfortunately, no explicit results for the suburban network are published. Still, we may argue that the layout of the central part would look very similar to Figure 8a since the four additional branches in the periphery do not exert any significant repelling or attracting forces to the edges of the suburban part. The algorithm of Hong et al. is very fast: it took only 7.6 seconds to compute their layout on a $3-\mathrm{GHz}$ Pentium 4 machine with 1 GB of RAM.

Figure 8 b shows the most refined layout produced by the methods of Stott and Rodgers [32]. In this example they did not apply any preprocessing to collapse degree2 vertices. They report a running time of two hours for that particular example on a $1.4-\mathrm{GHz}$ machine with 1.5 GB RAM. The first version of their algorithm, which produced unlabeled maps only, took about 28 minutes for an unlabeled map of the Sydney network [31].

Figure 9 shows the results of our method. For the unlabeled layout in Figure 9a, the weights were chosen as $\left(\lambda_{(S 1)}, \lambda_{(S 2)}, \lambda_{(S 3)}\right)=(3,2,1)$, which slightly emphasizes minimizing bends over preserving relative positions. This layout was obtained in 23 minutes and 22 seconds. No better solution was found within the remaining time, but optimality could also not be proven. The remain-

(a) Layout by Hong et al. [28]. The gray area highlights the suburban part.

(b) Layout by Stott and Rodgers [32] (figure reproduced with permission).

Fig. 8. Layouts of the Sydney CityRail network produced by previous methods.


Fig. 9. Layouts of the Sydney CityRail network produced by our method.

| number of | unlabeled |  |  |  | labeled |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | all pairs | faces | callback | none | all pairs | faces | callback | none |
| variables | 37,802 | 20,554 | $\mathbf{4 , 8 3 4}$ | 1,642 | 290,137 | 92,681 | $\mathbf{9 2 , 6 8 1}$ | 2,969 |
|  | 152,194 | 81,046 | $\mathbf{3 , 5 2 9}$ | 3,034 | $1,191,406$ | 376,900 | $\mathbf{2 1 , 9 8 8}$ | 6,838 |
| edge pairs | 4,520 | 2,364 | $\mathbf{3}$ | 0 | 35,896 | 11,214 | $\mathbf{1 2 3}$ | 0 |

TABLE 2
Size of MIP models for the Sydney metro map in terms of variables, constraints, and edge pairs. The columns represent the different models in which (H4) is in effect for all pairs of edges, for those incident to a common face, for those selected during the optimization by a callback, or for none. Columns corresponding to the shown examples are marked in bold.
ing optimality gap was still $16.4 \%$ after 12 hours. The callback method needed to add the constraints (H4) for only 3 pairs of edges, see the bold column in Table 2. Note that for the unlabeled layout we did not consider all possible pairs of edges that share a common face as candidates for (H4) but only those that involve at least one pendant edge, that is, an edge on the path between a degree-1 vertex and the first interchange. This is based on the observation that in unlabeled layouts the pendant edges tend to be the ones that cause crossings (in this case the dark blue line in the center of the layout). This reduced the number of variables from otherwise 20,554 to only 4,834 , see Table 2.

For the labeled layout in Figure 9b we changed the weights to $\left(\lambda_{(S 1)}, \lambda_{(S 2)}, \lambda_{(S 3)}\right)=(3,3,1)$. It took 10 hours and 31 minutes to compute this layout, while the first suboptimal solutions were found after 3 minutes. As before, optimality of the layout could not be proven and an optimality gap of $15.5 \%$ remained after 12 hours. The constraints (H4) were added during the optimization for 123 edge pairs by the callback mechanism, see Table 2. This corresponds to a reduction of the number of constraints to less than six percent with respect to the original model in column faces.

### 6.2 Compliance with the Design Rules

Next we present a detailed evaluation of (a) the official layout (Figure 1b), (b) the layout by Hong et al. [28] (Figure 8a), (c) the layout by Stott and Rodgers [32] (Figure 8b), and (d) our unlabeled and labeled layouts (Figure 9) according to the seven design rules (R1)-(R7).

## (R1) Octilinearity

a) All edges are octilinear.
b) Most edge directions are close to but not quite octilinear. Some edges clearly lie in between two octilinear directions. This effect seems to be due to the fact that the forces that determine the layout are the sum of many conflicting terms, only one of which drags edges into an octilinear direction.
c) Most, but not all edges are octilinear.
d) By construction all edges are octilinear.
(R2) Topology All layouts preserve the input topology
by construction. (Although, accidentally, Figure 8a seems to contain two incorrect edges.)

## (R3) Line bends

a) Line bends are avoided successfully; only two bends on the north-western end of the yellow line seem unnecessary. Most bends have turning angles of $135^{\circ}$, only few bends make $90^{\circ}$ turns, and one angle is only $45^{\circ}$.
b) There are no bends between two adjacent interchanges due to the removal of all degree- 2 vertices. Unfortunately, this layout does not show the metro lines explicitly, which makes rule (R3) hard to evaluate.
c) Line bends are taken into account and are indeed partially avoided; however, the algorithm is susceptible to local minima, and shifting a single vertex is not always sufficient to remove some obviously unnecessary line bends. Most bends form $135^{\circ}$ angles as desired.
d) Our layouts, in particular the labeled layout, have few line bends-comparable to the official map. The loop of the red line and the yellow line in the north-east has a larger number of bends in the unlabeled map than in the labeled one. With only few exceptions the bends form $135^{\circ}$ angles.

## (R4) Relative position

a) A general sense of the geographic map is preserved fairly well. Only the orange line in the center of the layout is straightened rather strongly.
b) The viewer's mental map of Sydney is strongly distorted. It must be noted, though, that optimizing (R4) is not an objective of the method of Hong et al.
c) This layout indeed preserves the geographic layout well, showing even minor changes of direction.
d) Our layouts are similar in shape to the official layout. The unlabeled layout has some noticeable distortions in the north-eastern part. For example, the yellow line is drawn horizontally while it runs diagonally in the geographic map. The labeled layout does not have these distortions and thus better satisfies (R4). The course of the orange line in the center, which has been distorted in the official map, is more accurately reflecting the geography in both our layouts.

## (R5) Edge lengths

a) The edge lengths are quite uniform. Only the edges of the vertical blue line in the south-east are very short. No overly long edges are found.
b) Edge lengths do not have a very uniform appearance. While stations on the peripheral ends are densely packed such that individual edges are even hard to recognize, some edges in the central part are very long compared to the rest of the layout. This creates an unbalanced appearance. Note that uniform edge lengths were not mentioned as an objective of the algorithm of Hong et al.
c) Edge lengths are relatively uniform. Only the edges forming the prominent loop in the east of the network are too short to be well recognizable.
d) Edge lengths in our layouts are quite uniform. Only the edges of the loop in the east appear rather long in the unlabeled layout; the labeled layout seems slightly more balanced in terms of edge lengths.

## (R6) Station labels

a) The official map contains non-overlapping horizontal and diagonal labels. For the majority of paths between two interchanges, all labels lie on the same side of the path.
b) With a few exceptions the horizontal and diagonal labels are non-overlapping; some labels, however, do occlude edges of the graph or even other labels. Labels are mostly placed on the same side of a line, with some exceptions where they alternate between both sides.
c) Non-overlapping horizontal labels are used. In some places, however, labels do occlude edges. Labels tend to be placed on the same side of a line with the exception of horizontal lines, where an alternating placement above and below the line was necessary. Some ambiguous labels exist.
d) In the labeled layout, labels do not overlap by construction. There are a horizontal and a diagonal label in the upper part of the eastern loop (Milsons Point and Circular Quay) that are very close to each other; increasing the label length by a safety offset would avoid this. Again by construction, all labels between two interchanges are placed on the same side of the line. A few interchange stations are labeled somewhat ambiguously.

## (R7) Line colors

a) The official map uses distinctively colored lines and strongly increases edge widths where multiple parallel lines (up to six) are present.
b) Only the underlying network is drawn and individual lines cannot be recognized; drawing individual lines was not an objective of Hong et al.
c) Distinct colors are used and edges are widened slightly where multiple parallel lines are present. For edges with three or more parallel lines, the individual lines are very thin and become difficult to recognize.
d) Same as (c).

As to be expected, the manually designed official layout turns out to balance all seven design rules very well and there is only very little room for improvements. An interesting feature of the official map is the inclusion of the coastline to support the mental map of the users.
The method of Hong et al. [28] has the advantage that layouts can be computed very fast ( 7.6 seconds in the case of Sydney); the visual quality, however, is far from complying with our design rules, even though four out of the seven rules were explicitly mentioned by Hong et al. as well. The quality criteria considered by Hong et al. were line straightness (similar to rule (R3)), no edge crossings (implicit in rule (R2)), non-overlapping labels (rule (R6)), and octilinearity (rule (R1)).

The layout by Stott and Rodgers [32] clearly achieves a higher quality than the one of Hong et al. and it is more similar to the official layout. It has a relatively high resemblance with the geographic input and thus fulfills rule (R4) quite well, but does so at the expense of a large number of bends (rule (R3)). Another disadvantage is that not all edges are octilinear and that the prominent loop in the east of Sydney is not enlarged enough to be clearly visible. The visualization of multiple parallel lines requires further effort. Computation times are in the range of several hours.

Finally, the evaluation of the design rules shows that our method is indeed able to produce labeled metro maps with a high visual quality. The design rules that are modeled as hard constraints are satisfied by construction and even the design rules (R3), (R4), and (R5) that are modeled as soft constraints are well balanced in the solution produced from the global optimization of our mixed-integer program. The main deficiency that remains is the handling of edges with many parallel lines. Such edges require significantly more space if each line is drawn as thick as for an edge with a single line. Hence, modeling such multi-edges as a single line segment is problematic. The computation time for our labeled map was about 10.5 hours and thus several orders of magnitude higher than the running time of Hong et al. [28] and by a factor of 5 higher than those reported by Stott and Rodgers [32].

### 6.3 Expert Assessment

We performed an expert assessment with 41 participants to further evaluate the quality of the three automatically generated metro maps as well as of the official network map of Sydney. The assessment was designed as a questionnairewith 18 questions containing full-page color prints of four layouts: layout 1 was the map by Hong et al. [28] (see Figure 8a), layout 2 was the map by Stott and Rodgers [32] (see Figure 8b), layout 3 was produced by our method (see Figure 9b), and layout 4 was the official CityRail network map (see Figure 1b). Participants were told that layouts 1-3 had been generated automatically according to three different approaches, but there was


Fig. 10. Profile lines of the four layouts based on the average answers for 15 questions. In questions 1-11, the level of agreement with the given statements was to be expressed on a Likert scale from -2 (completely disagree) to 2 (completely agree); in questions 12-15 response options are directly indicated. Note that questions 7 and 8 concerning individual metro lines do not apply to layout 1 (which does not use color) and question 14 does not apply to the official layout.
no information about how exactly they were created or who created them. We told participants that layout 4 was the official metro map of Sydney. We ordered layouts 13 by their publication date; this order may have had a slight impact on the responses. The questionnaire was sent in hardcopy to 50 participants who were considered domain experts for assessing metro maps. We received completed questionnaires from 41 participants (36 professionals and 5 students) with a background in cartography (10), general earth sciences (4), traffic engineering (7), design and visualization (5), computer science (12), or other (3). The participants are currently working in academia (26), in the public transport sector (5), in a design agency (4), or other (6), for example, as freelancers or consultants.

The questionnaire contained 15 questions or statements to which the answer or the level of agreement could be expressed on a five- or six-point Likert scale for each of the four layouts. The plot of profile lines in

Figure 10 shows the questions and the averages over the answers given by the participants.

The questions were grouped according to different quality aspects of metro maps. Questions 1-4 deal with visual complexity and balance. Questions 5 and 6 concern the similarity to the geographic input (see Figure 1a) and the preservation of the mental map in order to quickly locate stations (R4). Questions 7 and 8 ask for the visualization of individual metro lines (R3 and R7). Layout 1, which shows only the underlying network but not the metro lines, was excluded from these two questions. Questions 9-11 deal with the labeling (R6). In questions 12 and 13 we asked the participants by how much they would personally adjust each of the four maps in terms of the network layout itself and in terms of the labeling. To that end we extended the Likert scale by a sixth answer for no changes at all. We further asked the experts for each layout whether they could imagine using it in practice. The responses to
that question were that none of the participants would use layout 1, 22 would use layout 2, 40 would use layout 3, and unsurprisingly, all 41 experts would use the official layout. In question 14, we asked about the suitability of each automatically generated layout as a draft for a graphic designer to produce a professional metro-map including all the extra information that is usually present in official maps apart from the labeled network itself. This is a particularly relevant question for the practicality of a drawing method. Finally, question 15 asked participants to rate the overall layout quality of the four designs. We note that the responses made by the participants in our survey are generally in accordance with our observations reported in Section 6.2.

The responses to question 15 are a good summary of the whole assessment: layout 1 consistently received the lowest scores and is rated a very poor to poor layout. Layout 2 was neither rated as particularly poor nor as particularly good. There are, however, four questions where layout 2 attained positive ratings. Most notably, in questions 5 and 6 layout 2 ended up as the layout where the original shape of the network is most recognizable and where locating stations is as easy as in layout 3 and the official layout. Moreover, quick visual route planning (question 7) in layout 2 is considered possible and it has medium to high suitability to be used as a draft for professional graphic designers (question 14). The results for our layout 3 are generally positive and it is (except for above mentioned questions 5 and 6) clearly the best of the automatically generated layouts. All except for one of the experts can imagine using our map in practice. It is rated as having a high to very high suitability as a draft for graphic designers to produce a professional metro map from it. In questions $1-4$ on visual complexity and balance of the layout, our layout received even better scores than the official layout. Its main drawback becomes visible in question 8: the ease of following individual metro lines is rated much lower than for the official map (but still better than layouts 1 and 2). We believe that this is caused by the fact that parallel lines are not wide enough, which makes it hard to distinguish individual lines if more than three run along the same edge. Layout 2 suffers from the same problem.

A lot of the individual pros and cons of the different layouts are revealed in the comments that the participants made in the questionnaire when asked about the aspects of the layouts that they most liked and most disliked as well as about what major changes they would do to improve the layout. We report the number of similar answers in parentheses.

We start with layout 1, where almost no particularly positive aspects were identified. Two participants, however, liked the fact that there were no parallel lines present. The most disliked aspects were a poor readability of the layout or the labels (14), the fact that stations were placed too densely (9), simply everything (9), and the absence of colors (6). The requested changes mostly
concerned the station spacing (18) in order to remove the high density on many edges. Moreover, the labeling should be changed (8), the use of colors and parallel lines was requested (7), as well as a strict octilinearity (7).

For layout 2, as already indicated by question 5 , the most positive aspect observed is its close similarity to the geography (15). Most disliked was that the city circle area is congested and too small (11), that parallel lines are too thin and hard to read (10) and that some of the labels overlap the lines (8). The layout was further described as messy (7) and the presence of too many bends (5) and the lack of strictly octilinear edges (4) was noted. The requested changes mostly address exactly these problems: remove label-line overlaps (14), use octilinear directions, especially for the almost horizontal green line (10), remove and smooth bends (10), increase city circle area (7), widen parallel lines (7). An interesting feature of layout 2 is that it uses exclusively horizontal labels. This was noted as positive on two questionnaires, but, on the other hand, eight participants suggested using diagonal labels. This seems to be a matter of personal taste.

The positive aspects of our layout were identified as its clarity and readability (12), its labeling (5), its simplicity (4), the visual appearance (3) and the octilinearity (3). The negative comments concerned the display of parallel lines (16), the fact that labels are too close to the lines (6), and that the layout is too far from geographic reality (3). The following changes were requested: parallel lines should be made thicker and separated by white space (18), the distance between labels and lines should be increased (14), labels should be larger (6), and diagonal labels should be avoided (2).

Finally, the official layout was praised most for its general appearance (14), the fact that the coastline is included (14), and the way parallel lines are clearly displayed (12). The only major complaint aimed at the additional icons displayed with each station name (7). The layout was considered as having too much information (6). Consequently, the icons should be removed (7) as well as a few of the bends (2).

Firstly, the results of this expert assessment show that there is no unique opinion about what features are most important in a good metro map. For some, the resemblance to the geography of the network is more important, for others the smoothing and avoidance of bends is paramount. Since both these aspects can be weighted differently in our objective function, our method is able to produce maps that reflect individual preferences. Similarly, some people prefer exclusively horizontal labels, while others see the advantages of using diagonal labels. An issue that was raised by several participants is the inclusion of landmarks and other spatial cues such as coastlines or rivers in the map. This is found helpful for locating stations and estimating distances. We further note that the strict octilinearity of our layout and of the official map was seen as a positive feature and the presence of non-octilinear edges
in layouts 1 and 2 was disliked.
Some aspects of the criticism of our layout can be easily resolved by slightly modifying our model. For example, the distance between labels and stations is just a simple parameter in the model. Rivers could be modeled as additional metro lines and then included schematically in the map. Similarly, placing landmarks next to certain stations is basically the same as placing a station label but with a fixed position relative to the station. Parallel lines, however, need more effort it seems. We would have to model bundles of parallel lines as rectangles, which would increase the size of our model.

## 7 Conclusion

Our case studies in Section 6.1 and Appendix C and the expert assessment indicate that our method is indeed able to generate labeled metro maps for small and medium-size metro networks that are of high visual quality and that can compete with official maps-given some finishing by a graphic designer. For large and complex networks (such as the London Underground network), we were only able to demonstrate that good unlabeled layouts can be generated; in spite of the sizereduction techniques that we applied, the MIP model is still too large to be efficiently solvable for a labeled version of the network. Ideas to further reduce the size of the model are necessary. For example, one could consider partially labeled maps that model labels only for stations that are known to be difficult to label.

In terms of practical applicability we note that our method is unable to produce good labeled maps instantaneously; the layouts in Section 6 and Appendix C were mostly generated within 10 to 12 hours, but solution times are generally hard to predict. Still, designing a new high-quality schematic map is usually a process in which running times of several hours are acceptable. Moreover, the first intermediate (but suboptimal) results are often quickly generated and the final layouts differ only marginally from some of the earlier layouts. If our method is seen as a tool to assist graphic designers, such suboptimal layouts often may just as well serve as drafts. Recall that the objective function is just an attempt to model the aesthetic quality of a layout in mathematical terms.

After all, it is upon the map users to decide what is a good and easy-to-use metro map. Some initial studies that compare geographic and schematic maps have confirmed an advantage of schematic maps over geographic maps for network navigation tasks [5], [32]. Still, these findings are rather general; we need empirically validated guidelines for design criteria that make schematic maps easy-to-read and useful.

Possible extensions of our model include user interaction in a semi-automatic layout process. For instance, the user may specify a certain desired direction for some lines or edges, or a certain label position for some of the vertices. Such additional constraints can easily be included in our formulation. Area constraints that specify,
for example, a maximum height of the layout, can also be included. Instead of minimizing the total edge length we can, alternatively, minimize one dimension of the map. This is useful if the map has to fit a certain area.

It remains an open problem how to treat edges that are used by many parallel lines. Such "thick" edges should be modeled as rectangles that actually consume space in the drawing. Analogously, stations on such thick edges must be modeled as disks or polygons rather than points.
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## Appendix A <br> Graph Drawing

Let $G=(V, E)$ be a graph. The most common visualization of $G$ is a drawing $\Gamma$ in the plane, where $\Gamma$ maps each vertex $v \in V$ to a point $\Gamma(v)$ and each edge $u v$ to a simple open Jordan curve $\Gamma(u v)$ with endpoints $\Gamma(u)$ and $\Gamma(v)$ [13]. For two planar (crossing-free) drawings of the same graph $G$ we say that they are topologically equivalent or have the same embedding if the circular orderings of the neighbors of each vertex $v$ are agree in both drawings. A planar drawing subdivides the plane into a set of closed regions called (internal) faces and one unbounded external face.

Depending on the application there are various criteria that influence the quality of a drawing $\Gamma$ of $G$. Di Battista et al. [13] distinguish drawing conventions, aesthetics, and constraints as three classes of requirements for a "nice" drawing. Drawing conventions are basic rules that must be satisfied by the whole drawing in order to be admissible. Common examples are orthogonal drawings, straight-line drawings, polyline drawings, grid drawings, or planar drawings. Aesthetics specify properties that influence the readability of a drawing under some drawing convention. Typically these comprise minimizing edge crossings in a non-planar drawing, minimizing area or total edge length, aiming for uniform edge lengths, minimizing the number of edge bends, maximizing the angular resolution, or maximizing symmetries in the drawing [40], [41]. Purchase et al. [42] performed an empirical study that showed the importance of minimizing crossings and bends for the readability of graph drawings. Finally, constraints affect local properties of the drawing, for example, restricting the position or shape of a subset of vertices or edges.

Different aesthetics are often in conflict with each other and hence they are usually assigned different priorities. A popular framework for orthogonal drawings is the topology-shape-metrics approach [38]. In the first step the graph is planarized by finding an embedding that uses a minimum number of edge crossings which then are replaced by dummy vertices to make the graph planar. The second step determines an orthogonal representation that defines the sequence of bends along each edge such that the total number of bends is minimum. Finally, in the compaction phase, the coordinates of vertices and bends are determined while minimizing the area. In this example the ordering of the aesthetics is 1.) crossings, 2.) bends, and 3.) area.

## Appendix B <br> Mixed-Integer Programming

Linear programming is a well-known mathematical optimization method. A linear program (LP) consists of a set of real variables and a linear objective function which is optimized subject to a set of linear constraints (equalities or inequalities) in these variables. Thus a typical LP can


Fig. 11. Difference between optimal fractional solution $s^{*}$ and optimal integral solution $\bar{s}$.
be written as follows:

$$
\begin{array}{r}
\text { minimize } / \text { maximize } \quad c^{T} x  \tag{19}\\
\text { subject to } \quad A x \leq b
\end{array}
$$

where $c \in \mathbb{R}^{n}$ is an $n$-dimensional vector defining the objective function and $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^{m}$ are an $m \times n$-matrix and an $m$-dimensional vector, respectively, which define the constraints for the solution vector $x$. As an example consider the two-dimensional LP

$$
\begin{equation*}
\operatorname{minimize} x+2 y \tag{20}
\end{equation*}
$$

subject to the two constraints

$$
\begin{align*}
& y \leq 13 / 10 \cdot x  \tag{21}\\
& y \geq 9 / 13 \cdot x+1 \tag{22}
\end{align*}
$$

Each constraint defines a half space in $\mathbb{R}^{n}$ and their intersection, that is, the set $S=\left\{x \in \mathbb{R}^{n} \mid A x \leq b\right\}$, defines a (possibly unbounded) convex polyhedron called the feasible region. A vector in the feasible region is a feasible solution. If the feasible region is empty the LP is infeasible. In Figure 11 the feasible region is shaded. Among the points in $S$ we are interested in one that minimizes the objective function, which also has a geometric interpretation. In our example the coefficient vector in the objective function is $c=\binom{1}{2}$. If we sweep the plane in direction $-c$ with a line $\ell$ orthogonal to $c$, then the last points of $S$ swept by $\ell$ are those that minimize (20). The traces of $\ell$ are marked by the dashed lines in Figure 11. There are efficient algorithms to solve LPs, for example, Karmarkar's interior-point method [43]. Also see the survey by Chandru and Rao [44].

Mixed-integer programming (MIP) is an extension of linear programming and allows the use of integer variables instead of real variables, that is, for $x=\left(x_{1}, \ldots, x_{n}\right)$ and a subset $J \subseteq\{1, \ldots, n\}$ we demand $x_{j} \in \mathbb{Z}$ for $j \in J$. If we set $x, y \in \mathbb{Z}$ in our previous example in Figure 11 the integer feasible solutions consist of the grid points in $S$ marked by black dots. Note that the integer optimal solution $\bar{s}$ is usually far from the optimum solution $s^{\star}$ of the LP; the optimum integral solution $\bar{s}$ can not be obtained from the optimum fractional solution $s^{\star}$ by rounding up the components of the vector $s^{\star}$.

Integrality constraints make a continuous problem discrete; if the set of fractional solutions is bounded,
then the number of integral solutions becomes finite. So it seems solving the more restricted problem is easier. However, the opposite is the case and MIP is NP-hard in general [45]. Geometric properties of the LP that are exploited by efficient solution strategies are lost. On the other hand many hard optimization problems can be modeled with the help of integer variables. Thus several successful strategies for solving mixed-integer programs have been developed, for example, branch-and-cut. These methods first solve the LP relaxation of a mixed-integer program and then use sophisticated branching strategies to remove fractional variables and cut off parts of the feasible region that do not contain an optimal integer solution. During this process candidate integer solutions are computed and gradually improved. The optimality gap between the cost of the currently best integer solution and the lower bound given by the LP relaxation is an indicator of the solution quality. The time required to solve a mixed-integer program not only depends on its size but also strongly on how "close" the optimal integer solution is to the solution of the relaxation.

We give an example that is a standard trick in MIP modeling and will be useful later on. Suppose we want to make sure that at least one of three constraints $C_{1}$, $C_{2}$, and $C_{3}$ is fulfilled, but not necessarily all of them. In other words, we want to express the disjunction $C_{1} \vee C_{2} \vee C_{3}$. Suppose

$$
\begin{array}{lr}
C_{1}: & x-3 \leq 0, \\
C_{2}: & y \leq 0, \\
C_{3}: & x+y \leq 0 .
\end{array}
$$

Then we introduce three binary variables $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$, that is, variables that are restricted to the set $\{0,1\}$. We further restrict these variables by the constraint

$$
\begin{equation*}
\alpha_{1}+\alpha_{2}+\alpha_{3} \geq 1 \tag{23}
\end{equation*}
$$

Now we can formulate the disjunction $C_{1} \vee C_{2} \vee C_{3}$ as the conjunction $C_{1}^{\prime} \wedge C_{2}^{\prime} \wedge C_{3}^{\prime}$, where

$$
\begin{align*}
C_{1}^{\prime}: & x-3 & \leq M\left(1-\alpha_{1}\right),  \tag{24}\\
C_{2}^{\prime} & y & \leq M\left(1-\alpha_{2}\right), \\
C_{3}^{\prime}: & x+y & \leq M\left(1-\alpha_{3}\right) .
\end{align*}
$$

and $M$ is a large constant that must be an upper bound on the left-hand sides of the inequalities. Note that (23) and (24) form a conjunction of linear constraints, that is, a legal part of a mixed-integer program. By the way: it is worth making $M$ as tight a bound on the left-hand sides as possible-this helps to speed up solving the mixedinteger program.
The survey by Chandru and Rao [46] gives a more detailed overview on the theory of integer programming and on modeling discrete optimization problems by MIP. In order to solve a MIP formulation in practice, there are several free and commercial solvers available. We used CPLEX 11.1 [39] in our implementation, as it turned out to be the fastest solution for our problem.

## Appendix C Further Case Studies

Apart from the example of Sydney presented in Section 6, we have evaluated our method for two additional real-world networks: Vienna, which is a rather small network, and London, the oldest and still one of the most complex metro systems in the world. These networks have not been used as examples for previous metro-map-layout methods so we can compare only against the official maps of Vienna and London. The size of the metro graphs (including Sydney) is given in Table 3 and ranges from 84 vertices and 8 faces (Vienna) to 308 vertices and 55 faces (London). The table further shows how the removal of degree-2 vertices described in Section 5.1 effectively reduces the number of vertices and edges. The last row gives the size of the reduced graphs with station labels added as described in Section 5.3.

## C. 1 Case Study: Vienna

The metro network of Vienna is depicted geographically in Figure 12a. Despite its rather small size it is still a representative example of a large class of metro systems with only a few metro lines, see Ovenden [3]. The individual lines in Vienna connect two "opposite" terminus stations in the periphery of the city leading through the city center, where interchanges with the other lines are available. The official schematic layout by the transport company Wiener Linien is shown in Figure 12b. Note that this map includes additional surface train lines drawn as thin blue lines. These are not present in our input network. We thus restrict our comparison to the drawing of the five thick metro lines.

We show an unlabeled and a labeled layout produced by our method in Figure 13. The weights in the objective function were chosen as $\left(\lambda_{(S 1)}, \lambda_{(S 2)}, \lambda_{(S 3)}\right)=(3,3,1)$. The unlabeled layout in Figure 13a was obtained by CPLEX within 3 seconds and the optimality of the solution with respect to the given weights for the objective function was proven within 22 seconds. It was not necessary to include any of the constraints (H4) in order to find a planar layout. The actual size of the MIP model that was solved is given in the bold column labeled none in Table 4. The first intermediate solutions for the labeled layout were returned after 74 seconds; the final labeled layout in Figure 13b, however, took CPLEX 10 hours and 8 minutes to compute. The optimality of this solution could not be proven and some manual improvements are obviously possible, for example, removing the bend of the orange line at Westbahnhof, the interchange with the brown line; the remaining optimality gap was still $25.4 \%$. Here, it was necessary to add the constraints (H4) for 165 pairs of edges in order to find a planar layout, see the column labeled callback in Table 4 for the actual size of the model. Note that the callback method is not able to reduce the number of variables, but the number of constraints was reduced to less than ten percent of the original constraints (see column faces). Without using the

| graph | Vienna (5 lines) |  |  |  | Sydney (10 lines) |  |  |  | London (11 lines) |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: |
|  | $n$ | $m$ | $N$ | $f$ | $n$ | $m$ | $N$ | $f$ | $n$ | $m$ | $N$ | $f$ |
| original | 84 | 90 | 90 | 8 | 174 | 183 | 289 | 11 | 308 | 361 | 441 | 55 |
| reduced | 48 | 54 | 54 | 8 | 88 | 97 | 186 | 11 | 267 | 320 | 409 | 55 |
| labeled | 136 | 155 | 87 | 21 | 242 | 270 | 286 | 30 | 672 | 771 | 593 | 99 |

TABLE 3
Size of the real-world graphs in terms of vertices $(n)$, edges $(m)$, total edge size $(N)$, and faces $(f)$ for the original graph, the reduced graph after removing degree-2 vertices, and the labeled reduced graph.
callback method, no labeled layout of Vienna was found at all within our 12-hour time frame.

Now we compare the official layout (Figure 12b), the unlabeled layout (Figure 13a) and the labeled layout (Figure 13b) according to the seven design rules (R1)(R7) given in Section 3.
(R1) Octilinearity All three maps use exclusively octilinear edges.
(R2) Topology All three maps preserve the input topology.
(R3) Line bends The number of bends is larger in the official layout ( 16 bends), than in our layouts (both 13 bends). All bend angles in all three layouts are $135^{\circ}$ as requested by rule (R3). The official layout has four bends in interchanges, the unlabeled layout has three such bends, and the labeled layout two. Note, however, that the affected interchanges are degree- 4 vertices in which only one of the two crossing lines has a bend while the other line goes straight. Still, in terms of bend minimization, our layout achieve slightly better results than the official layout.
(R4) Relative position The relative position rule is judged according to the similarity with the geographic map (Figure 12a). The downside of the official map that it uses more bends than our layouts (rule (R3)) conversely means that it achieves a relatively high similarity to the geography in certain parts of the network (for example, the south-eastern end of the orange line U3 or the northern end of the brown line U6). The S-shaped orange line, however, is more realistically depicted in our unlabeled layout than in the official layout. A similar observation holds for the green line U4, which is drawn horizontally from its terminus Hütteldorf to the interchange Karlsplatz in the official layout. Both our layouts, on the other hand, show its south-west to northeast nature between the interchanges Längenfeldgasse and Landstrae more accurately. All in all, the official layout reflects some local features more accurately than our layouts, but our unlabeled layout better shows the general course of the lines. Our labeled layout has a similar appearance as the unlabeled layout, with the exception of the western end of the orange line, which is horizontally instead of diagonally to the north-west.
(R5) Edge lengths The edge lengths in the official and in our unlabeled layout are quite uniform. The labeled layout expands some of the edges up to seven times the unit length. This is due to the space requirements imposed to the MIP model by the label lengths.
(R6) Station labels Clearly, the unlabeled layout does not satisfy this rule. Both the official and our labeled layout use non-overlapping labels. By construction all labels between two interchanges are on the same side of their line in our layout. The official layout generally sticks to this rule as well, but occasionally swaps sides in order to obtain a more compact map.
(R7) Line colors In the Vienna network there are no parallel lines; since we are using the same colors as the official map there is no difference here.

For a general evaluation of the three layouts it must be noted that the official map looks more cramped, but this is caused by the extra surface lines that are shown. As for the layout of the metro graph our unlabeled layout is a well-balanced compromise of rules (R3) and (R4). With only minor adjustments it could be used by a graphic designer as a basis for a manually labeled map. Our automatically labeled layout shows the potential of our approach for producing valid labeled maps that satisfy rule (R6), albeit at the expense of losing to some extent the aesthetic quality of the unlabeled layout. Especially the uniform edge length rule (R5) is violated by some rather long edges, for example, on the brown line between Westbahnhof and Längenfeldgasse or the purple line between Karlsplatz and Volkstheater. Another reason for the slightly lower quality of our labeled layout is that in manually designed metro maps long names are often broken into two lines, which is currently not supported by our model. Obviously, breaking long lines makes labels easier to fit into a compact drawing that has more uniform edge lengths and a shape that is more similar to the unlabeled layout.

## C. 2 Case Study: London

Our last example is the famous "tube map" of the London Underground network, for which Henry Beck has designed the first schematic metro map in 1933 [2]. Since the times of Beck the network as well as the map have undergone many changes, see Roberts' book on


Fig. 13. Layouts of the metro network of Vienna produced by our method.


Fig. 14. Geographic layout of the London Underground network by Simon Clarke (ver. 1.1, 12/2000).


Fig. 15. Schematic layout of the London Underground network by Transport for London [48].

| number of | unlabeled |  |  | labeled |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | all pairs | faces | none | all pairs | faces | callback | none |
| variables | 11,584 | 6,584 | $\mathbf{8 8 0}$ | 94,948 | 29,908 | $\mathbf{2 9 , 9 0 8}$ | 1,572 |
|  | 45,582 | 24,957 | $\mathbf{1 , 4 2 8}$ | 388,564 | 120,274 | $\mathbf{1 2 , 3 1 1}$ | 3,388 |
| edge pairs | 1,338 | 713 | $\mathbf{0}$ | 11,672 | 3,542 | $\mathbf{1 6 5}$ | 0 |

TABLE 4
Size of MIP models for the Vienna metro map in terms of variables, constraints, and edge pairs. The columns represent the different models in which (H4) is in effect for all pairs of edges, for pairs incident to a common face, for pairs selected during the optimization by a callback, or for none. Columns corresponding to the shown examples are marked in bold.


Fig. 16. Unlabeled layout of the London Underground network produced by our method.
the history of the tube map [17]. With its 308 vertices and 55 faces (see Table 3) London is one of the world's largest and most complex metro systems. The network is depicted geographically in Figure 14. The metro lines mostly connect two peripheral stations leading through the densely connected city center, which is bounded by the yellow Circle line. A striking feature of the official tube map shown in Figure 15 is the flask-shaped layout of this Circle line in the center. For the distortion of the official schematic map of the London Underground we refer to an interesting article by Jenny [49]. He examined the amount of distortion between schematic and geographic map by computing displacement vectors for all stations. His study illustrates the scale differences between inner city and periphery.

Figure 16 shows an unlabeled layout of the London Underground network. The weights in the objective function were chosen as $\left(\lambda_{(S 1)}, \lambda_{(S 2)}, \lambda_{(S 3)}\right)=$
$(3,2,1)$, thus emphasizing bend minimization stronger than preservation of the input geometry. It took 10 hours and 24 minutes to compute this layout and the remaining optimality gap after 12 hours was still $21.3 \%$. It was necessary to add the constraints (H4) for 15 pairs of edges using the callback method. The size of the corresponding MIP model is highlighted in bold in Table 5. As in the example of the unlabeled Sydney layout, we considered only pairs with at least one pendant edge for adding constraints with the callback mechanism. This reduced the number of variables from 90,445 to 15,821 . Unfortunately we were not able to produce a labeled layout for the London Underground network. With still almost 370,000 variables and more than 45,000 possibly relevant edge pairs, the model is simply too large and too complex to solve for the current version of CPLEX. Placing station labels for the high-degree interchange vertices within the many small faces in the center of

| number of | unlabeled |  |  |  | labeled |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | all pairs | faces | callback | none | all pairs | faces | none |  |
| variables | 408,789 | 90,445 | $\mathbf{1 5 , 8 2 1}$ | 5,173 | $2,372,247$ | 369,775 | 8,455 |  |
| constraints | $1,673,608$ | 360,439 | $\mathbf{1 0 , 5 0 3}$ | 8,692 | $9,769,241$ | $1,509,044$ | 18,599 |  |
| edge pairs | 50,452 | 10,659 | $\mathbf{1 5}$ | 0 | 295,474 | 45,165 | 0 |  |

TABLE 5
Size of MIP models for the London metro map in terms of variables, constraints, and edge pairs. The columns represent the different models in which $(\mathrm{H} 4)$ is in effect for all pairs of edges, for pairs incident to a common face, for pairs selected during the optimization by a callback, or for none. The column corresponding to the shown example is marked in bold.
the map is a very challenging task, for which our rather simple labeling model has not proven itself suitable yet.

We now compare our layout (Figure 16) with the official layout (Figure 15) in terms of the seven design rules.
(R1) Octilinearity All edges in both layouts are octilinear.
(R2) Topology By construction our layout maintains the input topology. Interestingly, the official layout is altering the topology by flipping the brown Bakerloo line between the stations Paddington and Baker Street from outside the Circle line into the interior of the Circle line.
(R3) Line bends In terms of line bends both layouts have strengths and weaknesses. On the one hand, the official map routes, for example, the red Central line almost horizontally through the center of the map ${ }^{2}$, while in our layout this line is drawn as a sequences of horizontal and diagonal segments from the lower left to the upper right-a bit like a staircase. On the other hand, the gray Jubilee line or the eastern part of the dark blue Piccadilly line use less bends in our layout than in the official one. All in all, the official layout still seems to use less bends, especially in the dense downtown area. Bends in interchanges are clearly avoided in the official map; such bends are rather realized immediately in front of the stations, see, for example, Green Park in cell D4 of the official map. While this is also the case in many of the interchanges in our layout, some lines do bend in interchanges.
(R4) Relative position The official map is quite successful in preserving relative positions, although there is also some distortion present. Lines leading into the periphery are bent inwards in order to keep the bounding box of the map small. For example, the west end of the red Central line is bent northwards although it extends westwards in reality. Similarly, the green District line in the east is placed diagonally instead of horizontally as would be the obvious choice from its geographic course. For these peripheral parts of the network, our layout is more accurate. In the central part, however, some lines

[^1]in our layout are oversimplified (for example, the dark blue Piccadilly line) and others have bends that are not present in their geographic course (for example, the red Central line).
(R5) Edge lengths In both maps edge lengths are uniform if possible, for example, along peripheral parts of the lines; in some situations in both maps, edges are drawn significantly longer than the unit length in order to avoid additional bends. In spite of their uniformity, the edge lengths of pendant edges in our layout seem rather short in comparison to edge lengths in the central part of the map.
(R6) Station labels Our unlabeled map fails to show station labels. The official map is fully labeled without overlaps. A characteristic of the London map is that only horizontal labels are used, that is, for horizontal lines the labels are alternately placed above and below the line. On non-horizontal lines the labels between two interchanges are mostly placed on the same side of the line.
(R7) Line colors The same distinct line colors are used in both maps. Since no more than three lines run in parallel, individual lines remain fairly well distinguishable.

To summarize the comparison, the official map is clearly ahead of our unlabeled layout with respect to the design rules. Moreover, its general appearance as a whole is very balanced and clear. This is no wonder, given that its design has evolved over more than 75 years since Beck's first drafts. The tube map is a piece of art that has become an icon of London itself and the attempt to replace this sophisticated layout by an automatically generated one is very keen if not destined to fail. Nonetheless, our unlabeled layout not only shows that automatically producing a schematic map of very large transport systems is possible, but it also shows that a high overall visual quality can be achieved. In many places the rules modeled as soft constraints are satisfied well, and there is definitely potential in our method to assist graphic designers in their layout choices by producing draft layouts for different weight vectors. Computing labeled layouts for such complex metro networks using our model remains an open problem.


[^0]:    1. Each of the four orientations has two directions, thus the term octilinear.
[^1]:    2. Henry Beck devised the Central line as the horizontal basis of his diagram and placed the remaining lines around it [2]. Later designs stuck to this decision.
