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Abstract—Exploiting parallelism in route planning algorithms is a challenging algorithmic problem with obvious applications in mobile navigation and timetable information systems. In this work, we present a novel algorithm for the so-called one-to-all profile-search problem in public transportation networks. It answers the question for all fastest connections between a given station $S$ and any other station at any time of the day in a single query. This algorithm allows for a very natural parallelization, yielding excellent speedups on standard multi-core servers. Our approach exploits the facts that first, time-dependent travel-time functions in such networks can be represented as a special class of piecewise linear functions, and that second, only few connections from $S$ are useful to travel far away. Introducing the connection-setting property, we are able to extend Dijkstra’s algorithm in a sound manner. Furthermore, we also accelerate station-to-station queries by preprocessing important connections within the public transportation network. As a result, we are able to compute all relevant connections between two random stations in a complete public transportation network of a big city (Los Angeles) on a standard multi-core server in less than 55 ms on average.

I. INTRODUCTION

Research on fast route planning algorithms has been undergoing a rapid development in recent years (cf. [1] for an overview). The fastest techniques for static time-independent road networks yield query times of a few microseconds [2]. Recently, the focus has shifted to time-dependent transportation networks in which the travel time assigned to an edge is a function of the time of the day. Thus, the quickest route depends on the time of departure. In general, two interesting questions arise for time-dependent route planning: compute the best connection for a given departure time and the computation of all best connections during a given time interval, e.g., a whole day. The former is called a time-query while the latter is called a profile-query. Especially in public transportation, the use of time-queries is limited: specifying some fixed departure time will most probably lead to an awkward itinerary when a fast connection was just missed, thus, forcing the passenger to wait for a long time or letting him use a lot of slow trains. In this case using the slightly earlier train would significantly improve the overall travel time. Hence, especially in public transportation networks we are interested in the fast computation of profile-queries. Previous algorithms for computing profile-queries augment Dijkstra’s algorithm by propagating travel-time functions instead of scalar values through the network [3]. However, due to the fact that travel-time functions cannot be totally ordered, these algorithms lose the label-setting property, meaning that nodes are inserted into the priority queue multiple times. This implies a significant performance penalty, making the computation of profile-queries very slow. Furthermore, state-of-the-art algorithms typically do not involve parallel computation, and in fact, route planning is one of the rare large-scale combinatorial problems where parallelism seemed to be of limited use to speed up single queries in the past.

Related Work: Modeling issues and an overview of basic route planning algorithms in public transportation networks can be found in [4], while [5] deals with time-dependent route planning in general. Basic speed-up techniques like goal-directed search have been applied to time-dependent railway networks in [6], while SHARC has been tested on such networks as well [7]. However, most of the algorithms fall short as soon as they are applied to bus networks [8], [9]. Most efforts in developing parallel search algorithms address theoretical machines such as the PRAM [10], [11] or thecommunication network model [12], [13]. Even in these models, no algorithm is known that is able to exploit parallelism beyond parallel edge relaxations and parallel priority queueing without doing substantially more work than a sequential Dijkstra implementation in general networks. There also have been a few experimental studies of distributed single-source shortest path algorithms for example based on graph partitioning [14], [15] or on the so-called $\Delta$-stepping algorithm proposed in [16], e.g. [17]. For an overview on many related approaches, we refer the reader to [18]. All these approaches have in common that they do provide good speed-ups only for certain graph classes. Search algorithms for retrieving all quickest connections in a given time interval have been discussed in [3]. However, none of those algorithms have been parallelized and used for retrieving all quickest connections of a day in realistic public transportation networks.
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**Our Contribution:** We present a novel parallel algorithm for the so-called one-to-all profile-search problem asking for the set of all relevant connections between a given station \( S \) and all other stations, i.e., all connections that at any time constitute the fastest way to get from \( S \) to some other station. The key idea is that the number of possible connections is bounded by the number of outgoing connections from the source station \( S \), and all time-dependent travel-time distances in such networks are piecewise linear functions that have a representation that is at most linear in this number of connections. Moreover, only a few connections prove useful when traveling sufficiently far away. The algorithm we present in this work greatly exploits this fact by pruning such connections as early as possible.

To this extent, we introduce the notion of connection-setting, that can be seen as an extension of the label-setting property of Dijkstra’s algorithm, which usually is lost in profile-searches, e.g., in road networks. The main idea regarding parallelism in transportation networks is that we may distribute different connections outgoing from \( S \) to the different processors. Furthermore, we show how connections can be pruned even across different processors. While one-to-all queries are relevant for the preprocessing of many speed-up techniques [19], [20], we also accelerate the more common scenario of station-to-station queries explicitly. Therefore, we propose to utilize the very same algorithm for valuable preprocessing. The key idea is that we select a small number of important stations (called transfer stations) and precompute a full distance table between all these stations, which then can be used to prune the search during the query. We show the feasibility of our approach by running extensive experiments on real-world transportation networks. It turns out that our algorithm scales very well up to 4 cores. As an example, we are able to perform a parallel one-to-all profile-search in less than 515 ms and station-to-station queries in less than 190 ms in all of our networks.

This work is organized as follows: in Section II we briefly explain necessary definitions and preliminaries. Section III then introduces our parallel one-to-all algorithm. Therefore, we first introduce the concept of connection-setting and show how some connections dominate others. In Section IV we present how our algorithm can be utilized to accelerate station-to-station queries. A detailed review of our experiments can be found in Section V. We conclude our work with a brief summary and possible future work in Section VI.

**II. Preliminaries**

A directed graph is a tuple \( G = (V, E) \) consisting of a finite set \( V \) of nodes and a set of ordered pairs of vertices, or edges \( E \subseteq V \times V \). The node \( u \) is called the tail of an edge \((u, v)\), \( v \) the head. The reverse graph \( \overline{G} = (V, \overline{E}) \) is obtained from \( G \) by flipping all edges, i.e., \((u, v) \in \overline{E} \iff (v, u) \in E\).

**Timetables:** A periodic timetable is defined as a tuple \((C, S, Z, II, T)\) where \( S \) is a set of stations, \( Z \) a set of trains, \( C \) a set of elementary connections and \( II := \{0, \ldots, \pi - 1\} \) a finite set of discrete time points (think of it as a day’s minutes or seconds). We call \( \pi \) the periodicity of the timetable. Note that durations and arrival times can take values greater than \( \pi \) (think of a train arriving after midnight). Moreover, \( T : S \to \mathbb{N}_0 \) assigns each station a minimum transfer time required to change between trains. An elementary connection from \( c \in C \) is defined as a tuple \( c := (Z, S_{\text{dep}}, S_{\text{arr}}, \tau_{\text{dep}}, \tau_{\text{arr}}) \) and is interpreted as train \( Z \in Z \) going from station \( S_{\text{dep}} \in S \) to station \( S_{\text{arr}} \in S \), departing at \( S_{\text{dep}} \) at time \( \tau_{\text{dep}} \in II \) and arriving at \( S_{\text{arr}} \in S \) at time \( \tau_{\text{arr}} \in \mathbb{N}_0 \). For simplicity, given an elementary connection \( c \), \( X(c) \) selects the \( X \)-entry of \( c \), e.g., \( \tau_{\text{dep}}(c) \) refers to the departure time of \( c \). Due to the periodic nature of the timetable, the length \( \Delta(\tau_1, \tau_2) \) between two time points \( \tau_1 \) and \( \tau_2 \) is computed by \( \tau_2 - \tau_1 \) if \( \tau_2 \geq \tau_1 \) and \( \pi + \tau_2 - \tau_1 \) otherwise. Note that \( \Delta \) is not symmetric.

**Models:** For route planning, the timetable is modeled as a directed graph. Several approaches have been proposed [4], [9]. In our work we use the realistic time-dependent model as introduced in [4]. Given a timetable, the graph \( G = (V, E) \) of the realistic time-dependent model is constructed as follows. First, the set \( Z \) of trains is partitioned into routes, where two trains \( Z_1, Z_2 \in Z \) are considered equivalent, if they run through the same sequence of stations. Regarding the nodes, for each station \( S \in S \), a station node is created. Moreover, for each route that runs through \( S \), a route node is created. Route nodes are connected by edges to their respective station nodes with time-independent weights depicting the transfer time \( T(S) \). Furthermore, for each route and for each two subsequent stations \( S_1 \) and \( S_2 \) on that route, a time-dependent route-edge \((u, v)\) is inserted between the route nodes \( u \) and \( v \) of the respective route at the stations \( S_1 \) and \( S_2 \). By these means, the time-dependent route-edges \( c \) get exactly those elementary connections \( c \in C \) assigned, where \( Z(c) \) relates to a train of the respective route (between the two given stations). See Figure 1 for an illustration.

**Piecewise Linear Functions:** In general, there are two types of distances in a public transportation network: first, the distance between two stations \( S \) and \( T \) for a given depa-
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label-setting property, which ensures that the algorithm will not lose its label-setting property since nodes may be reinserted into the queue that have already been removed. Hence, we call such an algorithm a label-correcting approach. An interesting result from [3] is that the running time highly depends on the number of connection points assigned to the edges.

III. A PARALLEL SELF-PRUNING PROFILE SEARCH ALGORITHM

In this section we describe our new parallel profile-search algorithm tailored to public transportation networks. A crucial observation in such networks is the fact that each itinerary from a source station $S$ to any other station has to begin with an elementary connection originating at $S$. Let this set of outgoing connections be denoted by $\text{conn}(S) := \{c \in C \mid S_{\text{dep}}(c) = S\}$. A naive and obvious way to compute the full distance function $\text{dist}(S,\cdot)$ would be to compute a time-query $\text{dist}(S,\cdot,\tau)$ for each elementary connection $c \in \text{conn}(S)$ with respect to its departure time $\tau = t_{\text{dep}}(c)$. However, such a connection does not necessarily contribute to $\text{dist}(S,T,\cdot)$. A connection $c_i$ with departure time $t_{\text{dep}}(c_i)$ may as well be dominated by a connection $c_j$ with later departure time $t_{\text{dep}}(c_j) > t_{\text{dep}}(c_i)$ in the following sense: if the earliest arrival time at $T$ starting with $c_j$ is not greater than the earliest arrival time starting with $c_i$, we can—and must, for the sake of correctness—prune the result of the search regarding connection $c_i$, since starting with $c_j$ never yields the shortest travel time. Note that this observation implies that for any $T \in S$, the set of connection points $\mathcal{P}(\text{dist}(S,T,\cdot))$ of the distance function $\text{dist}(S,T,\cdot)$ is a subset of the set of connection points induced by $\text{conn}(S)$ and their distances to $T$. More precisely, the following holds:

$$\mathcal{P}(\text{dist}(S,T,\cdot)) \subseteq \{ (\tau,w) \mid \exists c \in \text{conn}(S) : \tau = t_{\text{dep}}(c), \quad w = \text{dist}(S,T,t_{\text{dep}}(c)) \}.$$  

The problem to run $|\text{conn}(S)|$ time-queries and then pruning dominated connections from $\text{dist}(S,T,\cdot)$ afterwards is an embarrassingly parallel problem. Going much further, we show how to extend the above observation to obtain a pruning rule that we call self-pruning. It can be applied to eliminate ‘unnecessary’ connections as soon as possible. Thereby, we use self-pruning within the restricted domain of each single thread, but also take advantage of communication between the different threads yielding a rule we call inter-thread-pruning. Therefore we require a fixed assignment of the outgoing connections to the processors where each processor handles a set of connections simultaneously.

The outline of our parallel algorithm is as follows: first, we partition the set $\text{conn}(S)$ to a given set of processors. Second, every processor runs a single thread applying our profile-search algorithm being very similarly to Dijkstra. The main difference is that functions instead of scalars are propagated through the network. By this, the algorithm may lose its label-setting property since nodes may be reinserted into the queue that have already been removed. Hence, we call such an algorithm a label-correcting approach. An interesting result from [3] is that the running time highly depends on the number of connection points assigned to the edges.
main sequential profile search algorithm restricted to its subset of outgoing connections. In a third step, the partial results by the different threads are combined, thereby eliminating dominated connections that could not be pruned earlier, a step we will refer to as connection reduction.

A. The Main (Sequential) Algorithm

From the point of view of a single processor that has some subset of $\text{conn}(S)$ as input, it basically makes no difference to the profile-search algorithm that some of the connections are ignored. We simply obtain $\text{dist}_k(S,\ldots)$ restricted to the connections assigned to the particular processor $k$. Hence, we describe the main algorithm as if it was a purely sequential profile-search algorithm, and turn toward the parallel issues like merging the results from each processor, the choice of the partitioning of $\text{conn}(S)$, and the inter-thread-pruning rule, afterwards.

The naive approach of running a separate time-query for each $c \in \text{conn}(S)$ by Dijkstra’s algorithm would require an empty priority queue for every connection $c$. By contrast, our algorithm maintains a single priority queue and handles all of its connections simultaneously. Moreover, we use tentative arrival-times as keys (instead of distances). By these means, we enable both the connection-setting property as well as our self-pruning rule.

Initialization: At first, the set $\text{conn}(S)$ is determined and ordered non-decreasingly by the departure times of the elementary connections in $\text{conn}(S)$. Thus, we may say that a connection $c_i$ has index $i$ according to the ordering of $\text{conn}(S)$. The elements of the priority queue are pairs $(v, i)$ where the first entry depicts a node $v \in V$ and the second entry a connection index $0 \leq i < |\text{conn}(S)|$. For each node $v \in V$ and for each connection $i$ a label $\text{arr}(v, i)$ is assigned which depicts the (tentative) arrival time at $v$ when using connection $i$. In the beginning, each label $\text{arr}(v, i)$ is initialized with $\infty$. Then, for each connection $c_i \in \text{conn}(S)$ we insert $(r, i)$ with key $\tau_{\text{dep}}(c_i)$ into $Q$, where $r$ depicts the route node where connection $c_i$ starts from. Note that in the beginning the ‘arrival-time’ $\text{arr}(r, i)$ equals the departure-time $\tau_{\text{dep}}(c_i)$.

Connection-Setting: Like Dijkstra’s algorithm, we subsequently settle queue elements $(v, i)$ assigning $\text{key}(v, i)$ as the final arrival time to $\text{arr}(v, i)$. Then, for each edge $e = (v, w) \in E$ we compute a tentative label $\text{arr}_{\text{tent}}(w, i)$ at $w$ by $\text{arr}_{\text{tent}}(w, i) := \text{arr}(v, i) + f_e(\text{arr}(v, i))$ (for connection $i$). If $w$ has not yet been discovered using connection $i$, we insert $(w, i)$ into the priority queue with key $\text{key}(w, i) := \text{arr}_{\text{tent}}(w, i)$, otherwise, the element $(w, i)$ is already in the queue and we set $\text{key}(w, i)$ to $\min(\text{key}(w, i), \text{arr}_{\text{tent}}(w, i))$. Note that the following holds for every connection $i$: when a queue item $(v, i)$ is settled, the label $\text{arr}(v, i)$ is final, thus, the label-setting property holds with respect to each connection $i$ which we call connection-setting. The algorithm ends as soon as the priority queue runs empty. We end up with labels $\text{arr}(v, i)$ for each node $v \in V$ and each connection $0 \leq i < |\text{conn}(S)|$ depicting the arrival time at $v$ when starting with the $i$th connection at $S$.

We would like to stress out two things. First, although the computation is done for all connections simultaneously, they can be regarded as independent, since the labels and the queue items refer to a specific connection throughout the algorithm. Second, the original variant of Dijkstra’s algorithm uses distances instead of arrival times as keys. However, this has no impact on the correctness of the algorithm, since for each connection the arrival time is obtained by adding the departure time to the distance which is constant for all nodes.

Connection Reduction and Self-Pruning: For each node $v \in V$ the final labels $\text{arr}(v, \cdot)$ induce a set of connection points $\mathcal{P}$ by $\mathcal{P} := \{(\tau_{\text{dep}}(c_i), \Delta(\tau_{\text{dep}}(c_i), \text{arr}(v, i))) \mid c_i \in \text{conn}(S)\}$. Unfortunately, the function $f$ represented by $\mathcal{P}$ does not account for domination of connections and hence does not necessarily fulfill the FIFO-property. Formally, for two points $(\tau_v, w_i), (\tau_v, w_j) \in \mathcal{P}$ with $j > i$ it is possible that $\tau_j + w_j \leq \tau_i + w_i$. The aforementioned connection reduction, which remedies this issue at the end of the algorithm, reduces $\mathcal{P}$ to obtain $\mathcal{P}(\text{dist}(S, T, \cdot))$ by eliminating those points which are dominated by another point with a later departure time and an earlier arrival time. More precisely, we scan backward through $\mathcal{P}$ keeping track of the minimum arrival time $\tau_{\text{arr}}_{\text{min}} := \tau_{\text{min}} + w_{\text{min}}$ along the way. Each time we scan a connection point $j < i_{\text{min}}$ with an arrival time $\tau_{\text{arr}} \geq \tau_{\text{arr}}_{\text{min}}$, the connection point is deleted. The remaining connection points are exactly those of $\mathcal{P}(\text{dist}(S, T, \cdot))$.

Performing this connection reduction after the algorithm has finished results in the computation of many unnecessary connections, and therefore many unnecessary queue operations. Recall that the keys in our queue are arrival times. Thus, we propose a more sophisticated approach to eliminate dominated connections during the algorithm: we introduce a node-label $\text{maxconn} : V \rightarrow \{0, \ldots, |\text{conn}(S)| - 1\}$ depicting the highest connection index with which the node $v$ has been reached so far. Each time we settle a queue element $(v, i)$ with $\text{arr}(v, i) := \text{key}(v, i)$, we check if $i > \text{maxconn}(v)$. If this is not the case, the node $v$ has already been settled earlier—but with a later connection (remember that $j > i \Rightarrow \tau_{\text{dep}}(c_j) \geq \tau_{\text{dep}}(c_i)$), thus, implying $\text{arr}(v, j) \leq \text{arr}(v, i)$. Therefore, the current connection does not pay off, and we prune the connection $i$ at $v$, i.e., we do not relax outgoing edges at $v$. Moreover, we set $\text{arr}(v, i) := \infty$, depicting that the $i$th connection does not ‘reach’ $v$. In the case of $i > \text{maxconn}(v)$, we update $\text{maxconn}(v)$ to $i$, and continue with relaxing the outgoing edges of $v$ regularly. Obviously, by applying self-pruning, the set of connection points $\mathcal{P}(\text{dist}(S, v, \cdot))$ at each node $v$ induced by $\text{arr}(v, \cdot)$ fulfills the FIFO-property automatically (labels with $\text{arr}(v, i) = \infty$ have to be ignored).
**Theorem 1.** Applying self-pruning is correct.

**Proof:** Let \( v \in V \) be an arbitrary node. We show that no optimal connection to \( v \) has been pruned by contradiction. Let \( \text{arr}(v,i) \) be the arrival time at \( v \) of the (optimal) \( i \)'th connection and assume that \( i \) has been pruned at \( v \). Let \( j \) denote the connection which was responsible for pruning \( i \). Then, it holds that \( \text{arr}(v,j) \leq \text{arr}(v,i) \). Moreover, since \( j \) pruned \( i \), it holds that \( j > i \), which implies \( \tau_{\text{dep}}(c_j) \geq \tau_{\text{dep}}(c_i) \). Therefore, it holds that \( \Delta(\tau_{\text{dep}}(c_j), \text{arr}(v,j)) \leq \Delta(\tau_{\text{dep}}(c_i), \text{arr}(v,i)) \). This is a contradiction to \( i \) being optimal: using the \( j \)'th connection results in an earlier arrival at \( v \) by departing later at \( S \).

Putting things together, the complete (sequential) algorithm can be found in Algorithm 1 in pseudocode notation.

### B. Parallelization

Unlike the trivial parallelization that would assign a connection \( c \in \text{conn}(S) \) for an arbitrary idle processor which then runs Dijkstra's algorithm on \( c \), our algorithm needs a fixed assignment of the connections to the processors beforehand. Let \( p \) denote the number of processors available. In a first step, we partition \( \text{conn}(S) \) into \( p \) subsets where each thread \( k \) runs our main algorithm on its restricted subset \( \text{conn}_k(S) \).

After termination of each thread, we obtain partial distance functions \( \text{dist}_k(S,\cdot,\cdot) \) restricted to the connections that were assigned to thread \( k \). Thus, the master thread merges the labels \( \text{arr}_k(v,\cdot) \) of each thread \( k \) to a common label \( \text{arr}(v,\cdot) \) while preserving the ordering of the connections. This can be done by a linear sweep over the labels. Note that the common label \( \text{arr}(v,\cdot) \) is not necessarily FIFO, since we do not self-prune between threads so far. For that reason, the connection points \( P(S,T,\cdot) \) of the final distance function are obtained by reducing the connection points induced by the common label \( \text{arr}(v,\cdot) \) with our connection reduction method described above. The pseudocode of the main parallel algorithm is presented in Algorithm 2.

**Choice of the Partition:** The speed-up achieved by the parallelization of our algorithm depends on the partitioning of \( \text{conn}(S) \). As the overall computation time is dominated by the thread with the longest computation time (for computing the final distance function, all threads have to be in a finished state), nearly optimal parallelism would be achieved if all threads share the same amount of queue operations, thus, approximately sharing the same computation time. However, this figure is not known beforehand, which requires us to partition \( \text{conn}(S) \) heuristically. We propose the following simple methods.

The **equal time-slots** method partitions the complete time-interval \( \Pi \) into \( p \) intervals of equal size. While this can be computed easily, the sizes of \( \text{conn}(S)_i \) turn out to be very unbalanced, at least in our scenario. The reason for this is that the connections in \( \text{conn}(S) \) are not distributed uniformly over the day due to rush hours and operational breaks at night. The equal number of connections method tries to improve on that by partitioning the set \( \text{conn}(S) \) into \( p \) sets of equal size (i.e., containing equally many subsequent elementary connections). This is also very easy to compute and improves over the equal time-slots method regarding the balance. Besides these simple heuristics, in principle, more sophisticated clustering methods like k-Means [21] can be applied. However, our experimental evaluation (cf. Section V-A) shows that the improvement in the query performance is negligible compared to the simple

---

**Algorithm 1: Self-Pruning Connection-Setting (SPCS)**

**Input:** Graph \( G = (V,E) \), source station \( S \), outgoing connections \( \text{conn}(S) \)

**Side Effects:** Distance labels \( \text{arr}(\cdot,\cdot) \) for each node and connection

```plaintext
// Initialization
1 \( Q \leftarrow \text{new}(\text{PQueue}) \)
2 \( \maxconn(\cdot) \leftarrow -\infty \)
3 \( \text{arr}(\cdot,\cdot) \leftarrow \infty \)
4 \( \text{disc}(\cdot) \leftarrow \text{false} \)
5 \( \text{sort}(\text{conn}(S)) \)

// Main Loop
6 \( \text{forall } c_i \in \text{conn}(S) \) do
   7 \( r \leftarrow \text{route node belonging to } c_i \)
   8 \( Q.\text{insert}((r,i), \text{dep}(c_i)) \)
   9 \( \text{disc}(r,i) \leftarrow \text{true} \)

// Self-Pruning Rule
10 while not \( Q.\text{empty}() \) do
   11 \( (v,i) \leftarrow Q.\text{minElement}() \)
   12 \( \text{arr}(v,i) \leftarrow Q.\text{minKey}() \)
   13 \( Q.\text{deleteMin}() \)

// Relax outgoing edges
14 \( \text{forall } e = (v,w) \in E \) do
   15 \( \text{arr}_{\text{tent}}(w,i) \leftarrow \text{arr}(v,i) + f_e(\text{arr}(v,i)) \)
   16 if not \( \text{disc}(w,i) \) then
      17 \( Q.\text{insert}((w,i), \text{arr}_{\text{tent}}(w,i)) \)
   18 \( \text{disc}(w,i) \leftarrow \text{true} \)
   19 else if \( \text{arr}_{\text{tent}}(w,i) < Q.\text{key}((w,i)) \) then
      20 \( Q.\text{decreaseKey}((w,i), \text{arr}_{\text{tent}}(w,i)) \)
```

---


Algorithm 2: Parallel SPCS (PSPCS)

**Input:** Graph $G = (V, E)$, source station $S$, outgoing connections $\text{conn}(S)$, $p$ processors

**Side Effects:** Distance labels $\text{arr}(\cdot, \cdot)$ for each node and connection

// Initialization
1 \{conn$_1(S)$, ..., conn$_p(S)$\} ← partition(conn(S))

// Parallel Computation
2 for $k ← 1$ ... $p$ do in parallel
3 \[
\text{arr}(\cdot, \cdot) ← \infty
\]
4 SPCS(conn$_p(S)$)

// Connection-Reduction
5 forall $v \in V$ do
6 last ← $\infty$
7 for $i ← \lfloor \text{conn}(S) \rfloor$ ... 1 do
8 if $\text{arr}(v, i) < \text{last}$ then
9 last ← $\text{arr}(v, i)$
10 else
11 \[
\text{arr}(v, i) ← \infty
\]

Impact on Self-Pruning and Pruning between Threads:
When computing the partial profile functions independently in parallel, the speed-up gained by self-pruning may decrease, since a connection $j$ cannot prune a connection $i$, if $i$ is assigned to a different thread than $j$. Thus, with an increasing number of threads, the effect achieved by self-pruning vanishes to the extreme point where the number of threads equals the number of connections in $\text{conn}(S)$. In this case, our algorithm basically corresponds to computing $\lfloor \text{conn}(S) \rfloor$ time-queries in parallel—without any pruning. To remedy this issue, the self-pruning rule can be augmented in order to make use of dominating connections across different threads. In the case that the partitioning of $\text{conn}(S)$ is chosen such that each cell $\text{conn}(S)_k$ only contains subsequent connections, we can define a total ordering on the cells by $\text{conn}(S)_k \prec \text{conn}(S)_l$ if for all connections $c \in \text{conn}(S)_k$ and all connections $c' \in \text{conn}(S)_l$, it holds that $\tau_{\text{dep}}(c) \leq \tau_{\text{dep}}(c')$. Without loss of generality, let $k < l \leftrightarrow \text{conn}(S)_k \prec \text{conn}(S)_l$. We introduce an additional label minarr$_k : V → \Pi$ for each thread $k$ that depicts for every node $v$ the earliest arrival time at $v$ using connections assigned to the $k$’th thread. In the beginning, we initialize minarr$_k(v) = \infty$ and update minarr$_k(v) := \min(\text{minarr}(k)(v), \text{arr}(v, i))$ each time thread $k$ settles $v$ for some connection $i$. Then, in addition to our self-pruning rule, we propose the following inter-thread-pruning rule: each time we settle a queue element $(v, i)$ with $\text{arr}(v, i) = \text{key}(v, i)$ in thread $k$, we check if there exists a thread $l$ with $l > k$ for which $\text{minarr}(l)(v) \leq \text{arr}(v, i)$. If this is the case, we know by the total ordering of the partition cells that there exists a connection $j$ assigned to thread $l$ with $\tau_{\text{dep}}(c_j) \geq \tau_{\text{dep}}(c_i)$ but $\text{arr}(v, j) \leq \text{arr}(v, i)$. In other words, connection $i$ assigned to thread $k$ is dominated by a connection $j$ assigned to thread $l$. Thus, we may prune $i$ at $v$ the same way we do for self-pruning, i.e., we do not relax outgoing edges of $v$ for connection $i$. Correctness of this rule can be proven analogue to the self-pruning rule described earlier.

In a shared memory setup like in multi-core servers, the values of minarr$_k(\cdot)$ can be communicated through the main memory, thus, not imposing a significant overhead to the algorithm. Moreover, for practical use it is sufficient to only check a constant number $c$ of threads $\{k + 1, \ldots, k + c\}$, since dominating connections are less likely to be ‘far in the future’, i.e., assigned to threads $l \gg k$. Furthermore, we like to mention that our inter-thread-pruning rule does not guarantee pruning of dominated connections since the priority queue is not shared across threads. However, in most cases connections $j$ with small arrival times prune connections $i$ with high arrival time with respect to their particular thread. Hence, $j$ is likely to be settled before $i$, thus, enabling pruning of $i$. An illustration of the inter-thread-pruning rule is illustrated in Algorithm 3.

Algorithm 3: Inter-Thread-Pruning Rule

**Input:** Thread number $k$, number of processors $p$, ...

1 ... 
2 minarr$_k(\cdot) ← \infty$
3 ... 
4 while not $Q$.empty() do
5 ... 
6 // Inter-thread-pruning rule
7 if $\exists l$ with $k < l \leq p$ for which
8 minarr$_l(v) \leq \text{arr}(v, i)$ then
9 $\text{arr}(v, i) ← \infty$
10 continue
11 minarr$_k(v) ← \min(\text{minarr}(k)(v), \text{arr}(v, i))$
12 ...
IV. STATION-TO-STATION QUERIES

DIJKSTRA’s algorithm can be accelerated by precomputing auxiliary data as soon as we are only interested in point-to-point queries [1]. In this section, we present how some of the ideas, i.e., the so called stopping criterion, map to our new algorithm. Moreover, we show how the precomputation of certain connections improves the performance of our algorithm. The enhancements introduced in this section refer to the sequential algorithm (cf. Section III-A). Thus, all results translate to our parallel algorithm naturally.

A. Stopping Criterion.

For point-to-point queries, DIJKSTRA’s algorithm can stop the query as soon as the target node has been taken from the priority queue. In our case, i.e., station-to-station, we can stop the query as soon as the target station T has its final label arr(T, i) for all i assigned. This can be achieved as follows. We maintain an index $T_m$, initialized with $-\infty$. Whenever we settle a connection $i$ at our target station $T$, we set $T_m := \max\{i, T_m\}$. Then, we may prune all entries $q = (v, i) \in Q$ with $i \leq T_m$ (at any node $v$). We may stop the query as soon as the queue is empty.

Theorem 2. The stopping criterion is correct.

Proof: We need to show that no entry $q = (v, i) \in Q$ with $i \leq T_m$ can improve on the arrival time at $T$ for the connection $i$. Let $q' = (v', i')$ be the responsible entry that has set $T_m$. Since $i \leq T_m$ holds, we know that regarding the departure times of the connections $\tau_{dep}(c_i') \geq \tau_{dep}(c_i)$ holds as well. Moreover, since $q$ is settled after $q'$, we know that $arr(v', i') \leq arr(v, i)$ holds. In other words, it does not pay off to board train $i$ at station $S$.

In the following, we call an S-T station query local, if $S \in \text{local}(T)$, otherwise the query is called global. Note that a best connection of a global query must contain a via station of $T$. We accelerate global S-T queries by maintaining an upper-bound $\mu_{i,j}$, initialized with $\infty$, for each connection $i$ and each via station $V_j$ of $T$. Whenever we settle a queue entry $q = (v, i)$ with $st(v) \in S_{\text{trans}}$, we set $\mu_{i,j} := \min\{\mu_{i,j}, D(st(v), V_j) + T(st(v)) + T(V_j)\}$ for all $V_j \in \text{via}(T)$. In other words, $\mu_{i,j}$ depicts an upper bound on the earliest train we can catch at $V_j$, even if we had to change the train at $V_j$. So, we may prune the search regarding $q$ if

$$\forall V_j \in \text{via}(T) : D(st(v), V_j, arr(v, i)) > \mu_{i,j} \quad (2)$$

holds. In other words, we prune the search at $v$ for a connection $i$ if the path through $st(v)$ is provably not important for the best path to any via station of $V_j \in \text{via}(T)$. Figure 4 gives a small example.

Theorem 3. Pruning based on a Distance Table is correct.

The proof can be found in Appendix A. It follows the intuition that arriving at a time $\leq \mu_{i,j}$ at $V_j$ ensures catching the optimal train toward $T$. Moreover, when we prune at $v$, the path through $v$ yields a later arrival time at $V_j$ than $\mu_{i,j}$. Thus, the path at $v$ can be pruned, since it is no improvement over the path corresponding to $\mu_{i,j}$.

Special Cases: Obviously, we may immediately stop the search if $S, T \in S_{\text{trans}}$ since the distance table already includes all best connections from $S$ to $T$. However, we may also apply an additional pruning rule if $T \in S_{\text{trans}}$, which we call target pruning. For each connection $i$, we

![Figure 3](image-url) Local and via stations of a station $S$. Local stations are indicated in blue, while via stations are marked thicker in red.

![Figure 4](image-url) Example for pruning via a distance table, given an S-T query. $A$ and $B$ are transfer stations, $V_j$ the via station of $T$. When settling a node at station $A$, we obtain that the arrival time at $V_j$ plus the transfer time at $V_j$ is smaller or equal to $\mu_{i,j}$. Hence, we may prune the query at $B$ if the lower bound obtained from the distance table yields an arrival time at $V_j$ greater than $\mu_{i,j}$.

detail, we need the notion of local and via stations. The set of local stations $\text{local}(S) \subseteq S$ of an arbitrary station $S$ includes all stations $L$ such that there is a simple path from $L$ to $S$ that contains only non-transfer stations in the station graph $G_S$. The set of transfer stations that are adjacent to at least one local station of $S$ are called the via stations of $S$, denoted by $\text{via}(S) \subseteq S_{\text{trans}}$. They basically separate $S \cup \text{local}(S)$ from any other station in $G_S$. Figure 3 gives a small example. In the special case of $S$ being a transfer station, we set $\text{local}(S) = \emptyset$ and $\text{via}(S) = \{S\}$.
maintain a tentative lower bound \( \gamma_i \) on the arrival time at \( T \), initialized with \( \infty \). Whenever we settle an element \( q = (v,i) \in Q \) with \( st(v) \in S_{\text{trans}} \), we update \( \gamma_i \) to \( \min(\gamma_i, D(st(v), T, arr(v,i))) \). As soon as all elements \( q = (v,i) \in Q \) for a given connection \( i \) have a transfer station as ancestor, \( \gamma_i \) is a feasible lower bound on the arrival time at \( T \). When we then remove a queue element \( q = (v,i) \in Q \) with \( st(v) \in S_{\text{trans}} \), we may stop the search for \( i \) if \( D(st(q), T, arr(v,i) + T(st(v))) = \gamma_i \) holds. We set \( arr(T,i) = D(st(q), T, arr(v,i) + T(st(v))) \) and prune the search for any \( q = (v,i) \in Q \).

**Theorem 4. Target pruning is correct.**

The proof of Theorem 4 follows from the observation that \( \gamma_i \) is a valid lower bound to the target station and that when we prune the search, we already have found the optimal arrival time at \( T \) (for \( i \)). The full proof can be found in Appendix A.

**Determining \( \text{via}(T) \):** We determine the via stations of \( T \) on-the-fly: During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \) on-the-fly: During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \). During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \). During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \). We determine the via stations of \( T \) on-the-fly: During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \). We determine the via stations of \( T \) on-the-fly: During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \). We determine the via stations of \( T \) on-the-fly: During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \). We determine the via stations of \( T \) on-the-fly: During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \). We determine the via stations of \( T \) on-the-fly: During the initialization phase of the algorithm, we run a DFS on the reverse station graph from \( T \).

**Selection of Transfer Stations:** The success of pruning via a distance table highly depends on which stations are selected for \( S_{\text{trans}} \). In [22], the authors propose to identify important stations by a given “importance” value provided by the input. However, such values are not available for all inputs. Hence, we here propose to use the concept of contraction [23] which proved useful in road networks. A contraction routine iteratively removes unimportant nodes from the graph and adds shortcuts to the graph in order to preserve the distances between non-removed nodes. We mark any station as important which has not been removed after the contraction of \( c \) stations.

Another possibility to select important stations is via their degree in the station graph. More precisely, we mark any station as transfer station having a degree \( > k \) in the station graph.

**V. Experiments**

We conducted our experiments on up to eight cores of a dual Intel Xeon 5430 running SUSE Linux 11.1. The machine is clocked at 2.6 GHz, has 32 GiB of RAM and 2 \( \times \) 1 MiB of L2 cache. The program was compiled with GCC 4.3, using optimization level 3. Our implementation is written in C++ using solely the STL and Boost at some points. As priority queue we use a binary heap.

**Inputs:** We use five different public transportation networks as input: the local networks of Oahu Transit Services [24], Hawaii (3,896 stops and 207,350 elementary connections), Los Angeles County Metro [25] (15,581 stops and 104,6580 elementary connections), and the network of Washington Metropolitan Area Transit Authority [26] (10,228 stops and 645,670 elementary connections). Moreover, we use railway networks of Germany and Europe. The former has 6,822 stations and 554,996 elementary connections, while the latter has 30,517 stations and 1,775,533 elementary connections. The networks of Oahu, Los Angeles, and Washington D.C. were created based on the timetable of January 13, 2010. The German railway network is based on the timetable of the winter period 2000/2001 and the European railway network is based on the timetable of the winter period 1996/1997. Note that the local networks are much denser than the railway networks, i.e., the connections per station ratio is significantly higher there.

The timetable data of the local city networks is publicly available through Google Transit Data Feeds [27], while the timetable data of the German and European railway networks was kindly given to us by HaCon [28]. See Figure 5 for a visualization of the Los Angeles station graph.

**A. One-to-All Queries**

Our first set of experiments focuses on the question how well our parallel self-pruning connection-setting algorithm (PSPCS) performs if executed on a varying number of cores. Therefore, we run 1,000 one-to-all queries with the source station picked uniformly at random. We report the average number of connections taken from the priority queue (sum over all cores) and the average execution time of a query. Table I reports these figures for a varying number (between 1 and 8) of cores and different load balancing
### Table I

**One-to-All Profile-queries with our Parallel Self-pruning Connection-Setting Algorithm (PSPCS) on 1, 2, 4, and 8 Cores with Different Load Balancing Strategies, Compared to a Label-Correcting Approach (LC).** Column spd-up indicates the time speed-up of a multi-core run over a single-core execution.

<table>
<thead>
<tr>
<th></th>
<th>Oahu</th>
<th>Los Angeles</th>
<th>Washington D.C.</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>Settled Time Spd</td>
<td></td>
<td>Settled Time Spd</td>
</tr>
<tr>
<td></td>
<td>Conns [ms] Up</td>
<td>Std-Dev</td>
<td>Conns [ms] Up</td>
</tr>
<tr>
<td>PSPCS:</td>
<td>1</td>
<td>636325 187.0 1.0</td>
<td>— —</td>
</tr>
<tr>
<td>EquiConn</td>
<td>2</td>
<td>629170 113.4 1.7 10.3%</td>
<td>2551829 690.0 1.8 14.7%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>627737 73.0 2.6 16.3%</td>
<td>2551646 417.4 2.9 18.2%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>630559 46.8 4.0 20.3%</td>
<td>2559804 267.7 4.5 20.0%</td>
</tr>
<tr>
<td>EquiTIME</td>
<td>2</td>
<td>266277 112.7 1.7 14.0%</td>
<td>2551986 698.2 1.7 14.0%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>646804 68.2 2.7 34.8%</td>
<td>2584659 426.6 2.8 40.0%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>649874 48.7 3.9 34.6%</td>
<td>2610774 281.7 4.3 38.6%</td>
</tr>
<tr>
<td>k-Means</td>
<td>2</td>
<td>626667 110.9 1.7 7.0%</td>
<td>2552026 650.3 1.9 7.5%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>628853 66.8 2.8 31.9%</td>
<td>2551970 414.0 2.9 37.1%</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>628853 45.1 4.1 29.4%</td>
<td>2560046 285.0 4.2 32.5%</td>
</tr>
<tr>
<td>LC:</td>
<td>1</td>
<td>4727800 355.2 — —</td>
<td>18976300 1482.1 — —</td>
</tr>
</tbody>
</table>

### Table II

**Performance of Our Parallel Self-pruning Connection-Setting Algorithm with Stopping Criterion Enabled. As Load-balancing Strategy We Use the Equal Connections Method.** Moreover, we prune by a distance table as described in Section IV. The number of transfer stations is given in percentage of input stations.

<table>
<thead>
<tr>
<th></th>
<th>Oahu</th>
<th>Los Angeles</th>
<th>Washington D.C.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Settled Conns Up</td>
<td>Std-Dev</td>
<td>Settled Conns Up</td>
</tr>
<tr>
<td>PREPreo</td>
<td>1.0%</td>
<td>0.03 0.7 388356 38.3 0.9</td>
<td>0.59 12.0 1163256 144.9 1.3</td>
</tr>
<tr>
<td></td>
<td>2.5%</td>
<td>0.07 4.1 236605 24.9 1.3</td>
<td>2.16 64.9 478532 70.4 2.7</td>
</tr>
<tr>
<td></td>
<td>5.0%</td>
<td>0.12 13.4 169894 19.8 1.7</td>
<td>4.19 240.7 339444 59.1 3.2</td>
</tr>
<tr>
<td></td>
<td>10.0%</td>
<td>0.22 45.6 139780 16.2 2.0</td>
<td>8.07 832.3 300927 59.0 3.2</td>
</tr>
<tr>
<td></td>
<td>20.0%</td>
<td>0.47 155.7 131316 17.4 1.9</td>
<td>16.21 3060.0 289551 57.7 3.3</td>
</tr>
<tr>
<td></td>
<td>30.0%</td>
<td>1.09 335.7 128665 17.3 1.9</td>
<td>— —</td>
</tr>
<tr>
<td>deg &gt; 2</td>
<td>0.59 247.7 113076 15.4 2.1</td>
<td>18.01 3263.0 255907 51.2 3.7</td>
<td>9.58 3560.7 226844 37.8 2.5</td>
</tr>
</tbody>
</table>

### Table III

**Germany**

<table>
<thead>
<tr>
<th></th>
<th>Oahu</th>
<th>Los Angeles</th>
<th>Washington D.C.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Settled Conns Up</td>
<td>Std-Dev</td>
<td>Settled Conns Up</td>
</tr>
<tr>
<td>PREPreo</td>
<td>1.0%</td>
<td>0.16 0.6 1120447 142.1 0.9</td>
<td>3.32 5.9 2368930 386.2 1.1</td>
</tr>
<tr>
<td></td>
<td>2.5%</td>
<td>0.44 5.5 633183 92.1 1.4</td>
<td>10.01 5.5 1257104 235.6 1.8</td>
</tr>
<tr>
<td></td>
<td>5.0%</td>
<td>1.27 23.0 42444 63.8 2.1</td>
<td>20.13 21.4 907201 186.5 2.2</td>
</tr>
<tr>
<td></td>
<td>10.0%</td>
<td>2.51 86.4 297479 49.5 2.7</td>
<td>39.05 794.4 696364 151.2 2.7</td>
</tr>
<tr>
<td></td>
<td>20.0%</td>
<td>5.50 311.7 248935 43.7 3.0</td>
<td>75.35 2986.7 615961 132.1 2.9</td>
</tr>
<tr>
<td></td>
<td>30.0%</td>
<td>8.04 686.8 221372 37.7 3.5</td>
<td>— —</td>
</tr>
<tr>
<td>deg &gt; 2</td>
<td>8.39 793.8 204257 36.3 3.6</td>
<td>— —</td>
<td>— —</td>
</tr>
</tbody>
</table>

### Table IV

**Europe**

<table>
<thead>
<tr>
<th></th>
<th>Oahu</th>
<th>Los Angeles</th>
<th>Washington D.C.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Settled Conns Up</td>
<td>Std-Dev</td>
<td>Settled Conns Up</td>
</tr>
<tr>
<td>PREPreo</td>
<td>1.0%</td>
<td>0.16 0.6 1120447 142.1 0.9</td>
<td>3.32 5.9 2368930 386.2 1.1</td>
</tr>
<tr>
<td></td>
<td>2.5%</td>
<td>0.44 5.5 633183 92.1 1.4</td>
<td>10.01 5.5 1257104 235.6 1.8</td>
</tr>
<tr>
<td></td>
<td>5.0%</td>
<td>1.27 23.0 42444 63.8 2.1</td>
<td>20.13 21.4 907201 186.5 2.2</td>
</tr>
<tr>
<td></td>
<td>10.0%</td>
<td>2.51 86.4 297479 49.5 2.7</td>
<td>39.05 794.4 696364 151.2 2.7</td>
</tr>
<tr>
<td></td>
<td>20.0%</td>
<td>5.50 311.7 248935 43.7 3.0</td>
<td>75.35 2986.7 615961 132.1 2.9</td>
</tr>
<tr>
<td></td>
<td>30.0%</td>
<td>8.04 686.8 221372 37.7 3.5</td>
<td>— —</td>
</tr>
<tr>
<td>deg &gt; 2</td>
<td>8.39 793.8 204257 36.3 3.6</td>
<td>— —</td>
<td>— —</td>
</tr>
</tbody>
</table>
strategies. In order to evaluate the load balancing, we report the standard deviation with respect to the execution times of the individual threads. In other words, a low deviation shows a good balance, whereas a high deviation indicates that some threads are often idle. For comparison, we also report the performance of a label-correcting (LC) approach (cf. Section II). For better comparability, the number of connections figure here indicates the sum of the sizes of the connection-labels taken from the priority queue.

We observe that our algorithm scales pretty well with increasing number of cores. On all networks except Europe, the number of settled nodes is almost independent of the number of cores. So, on 4 cores we have a speed-up factor of around 3 compared to an execution on one core. On 8 cores, the speed-up factor is between 4 and 5. The reason for this is that memory management also plays a crucial role for the scalability of a parallel algorithm. Still, on eight cores, we are able to compute all quickest connections of a day in less than 0.51 seconds. Note that this value is achieved without any preprocessing, hence, we can directly use this approach in a fully dynamic scenario as discussed in [29].

Regarding load balancing, we observe that using equal number of connections (equiconn) yields (on average) lowest query times (and deviation). In few occasions, equal time-slots (equitime) or k-means yields better results, but over all inputs and number of cores, equiconn seems to be the best choice. Hence, we use equiconn as default strategy for all further multi-core experiments. Another, not very surprising, observation is that the deviation increases with increasing number of cores. The more cores we use, the harder a perfect balancing can be achieved.

Comparing our new connection-setting with the label-correcting approach (cf. Section II), we observe that PSPCS outperforms LC, even when PSPCS is executed on only one core. The main reason for this is that the number of connections investigated during execution is much smaller for PSPCS than for LC. However, the number of priority queue operations for LC is up to 4 times lower than for PSPCS. Hence, the advantage of PSPCS in number of settled connections does not yield the same speed-up in query times.

B. Station-to-Station Queries

Finally, we evaluate our algorithm in a station-to-station scenario. We use 8 cores as default and evaluate the impact of different distance table sizes. Since these tables need to be precomputed, we also report the preprocessing time and the size of the tables in Megabytes. The distance tables are computed by running our parallel one-to-all algorithm on 8 cores from every transfer station. As strategies for selecting transfer stations, we use contraction with varying number of removed stations and selection via degree in the station graph. Table II gives an overview over the obtained results. We observe that compared to Table I, the stopping criterion accelerates queries by up to 42% (Oahu and Los Angeles). Moreover, we observe that the size of the distance table has a high impact on the query performance. While augmenting only 1% of the stations to transfer stations hardly accelerates queries, 5% transfer stations yields additional speed-ups between 1.7 and 3.2, depending on the input. Larger distance tables hardly pay off: the size of the table increases significantly, and the gain in query performance is little. Hence, selecting 5% of the stations as transfer stations seems to be a good compromise.

Regarding the preprocessing effort, we observe that with increasing number of transfer stations the size of the tables and the preprocessing time increases as well. However, when using 5% transfer stations, we can compute the distance tables between 12 Seconds and approximately 20 Minutes while the tables consume less than 215 MiB space for all of our inputs. For this scenario, we are able to compute all quickest connections on all inputs in less than 190 ms time.

VI. Conclusion

In this work, we have presented a novel parallel algorithm for computing all best connections of a day from a given station to all other stations in a public transportation network in a single query. To this extent, we exploited the special structure of travel-time functions in such networks and the fact that only few connections are useful when travelling sufficiently far away. Introducing the concept of connection-setting, we showed how to transfer the label-setting property of Dijkstra’s algorithm to profile-searches in transportation networks. By the fact that the outgoing connections of the source station can be distributed to different processors, our algorithm is easy to use in a multi-core setup yielding excellent speed-ups on today’s computers. Moreover, utilizing the very same algorithm to precompute connections between important stations, we can greatly accelerate station-to-station queries.

Regarding future work, it will be interesting to incorporate multi-criteria connections, e.g., minimizing the number of transfers or incorporating fee zones which is relevant especially in local networks. The main challenge here is to keep up the connection-setting property and to find efficient criteria for self-pruning in such a scenario. Moreover, our algorithm can be seen as a replacement for Dijkstra’s algorithm which is the basis for most of today’s speed-up techniques, e.g., from [7]. Hence, we are interested in applying those techniques to our new connection-setting approach.
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Lemma 1. For all tuples \((v, V_j) \in V \times \text{via}(T)\) with \(st(v) \in S_{trans}\) it holds that
\[
\text{arr}_{\text{opt}}(T, i) \leq D(st(v), V_j, \text{arr}(v, i) + T(st(v)))
\]
\[\leq \mu_{i,v,j} + T(V_j) + \text{dist}(V_j, T, \mu_{i,v,j}).\] (3)

Proof: Assume that the equation is false, and the right hand side yields an arrival time at \(T\) which is earlier than \(\text{arr}_{\text{opt}}(T, i)\). Then, the path induced by the right hand side of the equation yields a shorter path to \(T\), which is a contradiction to \(\text{arr}_{\text{opt}}(T, i)\) being optimal.

Corollary 1. Let \(\mu_{i,v,j} := \min_{v \in V \times \text{via}(T) \in S_{trans}} (\mu_{i,v,j}),\) then it holds that \(\text{arr}_{\text{opt}}(T, i) \leq \mu_{i,v,j} + \text{dist}(V_j, T, \mu_{i,v,j}).\)

Lemma 2. For all tuples \((v, V_j) \in V \times \text{via}(T)\) with \(st(v) \in S_{trans}\) it holds that
\[
\text{arr}_{V_j}(T, i) \geq D(st(v), V_j, \text{arr}(v, i))
\]
\[\geq \gamma_{i,v,j} + \text{dist}(V_j, T, \gamma_{i,v,j}).\] (4)

Proof: Let us assume that the right hand side of the equation evaluates to \(\text{arr}_{V_j}(T, i)\) with \(\text{arr}_{V_j}(T, i) < \text{arr}_{V_j}(T, i)\). But this is a contradiction to the correctness of the distance table \(D\) yielding the earliest arrival time at \(V_j\), since \(\text{dist}(V_j, T, \gamma_{i,v,j})\) fulfills the FIFO-property and \(\gamma_{i,v,j}\) is the earliest possible arrival time at \(V_j\) (without transfer at \(st(v)\)).

Lemma 3. Let \(v \in V\) be a node with \(st(v) \in S_{trans}\), and let \(\gamma_{i,v,j} > \mu_{i,v,j}\). Then
\[
\gamma_{i,v,j} + \text{dist}(V_j, T, \gamma_{i,v,j}) \geq \mu_{i,v,j} + \text{dist}(V_j, T, \mu_{i,v,j})\] (5)
holds.

Proof: This follows immediately from the FIFO-property of \(\text{dist}(V_j, T, \cdot)\).

1) Proof of Theorem 3.: Given a global \(S,T\)-query with via stations \(\text{via}(T)\). Let \(v \in V\) be a node with \(st(v) \in S_{trans}\), where the pruning rule is potentially applied. Then from Lemma (2), (3) and Corollary (1) we get for a via node \(V_j \in \text{via}(T)\) that
\[
\gamma_{v,i,j} > \mu_{i,j} \Rightarrow \text{arr}_{V_j}(T, i) \geq \mu_{i,j} + \text{dist}(V_j, T, \mu_{i,j})
\]
\[\geq \text{arr}_{\text{opt}}(T, i).\] (6)
Since our algorithm keeps track of \(\mu_{i,j}\) which is the minimum over all \(\mu_{i,v,j}\) with \(st(x) \in S_{trans}\), the path which corresponds to \(\mu_{i,j}\) is not pruned. Hence, at the point where \(v\) is pruned a path with arrival time \(\psi\) toward \(V_j\) is guaranteed to be found. Since \(v\) is only pruned if Equation (5) holds for all \(V_j \in \text{via}(T)\), it follows that \(v \notin P\), thus, \(v\) not being important for the shortest \(S,T\)-path.

Proof of Theorem 4

Similar to the proof of Theorem 3, we show correctness of Theorem 4 for each connection \(i\) separately. Again, let \(i\) be a fixed connection and \(P = [S, \ldots, T]\) the shortest path of a global \(S,T\)-query of connection \(i\) and let \(\text{arr}_{\text{opt}}(T, i)\) denote the (optimal) arrival time at \(T\) when using \(P\). We know that for all nodes \(v\) with \(st(v) \in S_{trans}\), the inequation
\[
\text{arr}_{\text{opt}}(T, i) \leq D(st(v), T, \text{arr}(v, i) + T(st(v)))
\]
\[= \mu_{i,v} \text{ holds. Moreover, for all nodes } u \in P \text{ with } st(u) \in S_{trans}, \text{ we know that } \text{arr}_{\text{opt}}(T, i) \geq D(st(v), T, \text{arr}(v, i)) =: \gamma_{i,v} \text{ holds as well. From this follows that}
\]
\[
\min_{st(v) \in S_{trans}} \text{arr}_{\text{opt}}(T, i) \leq \min_{st(u) \in S_{trans}} \mu_{i,v} \leq \gamma_{i,v}\] (8)
holds. In other words, as soon as a transfer station on the shortest path has contributed to \(\gamma_{i,v}\), \(\gamma_{i,v}\) is a feasible lower bound on the arrival time at \(T\). So, we have found the optimal arrival time at \(T\) as soon as \(\gamma_{i,v} = \mu_{i,v}\). By enabling target pruning only when all elements in the queue have a node \(u\) with \(st(u) \in S_{trans}\) as ancestor, we ensure that a transfer station on the shortest path contributes to \(\gamma_{i,v}\). Hence, Theorem 4 is correct.