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Abstract

In recent years, power grids and their operation have been becoming increasingly complex
due to expanding renewable energy sources, independent power producers and planning
of smart energy consumers. Current methods for calculating optimal power flows, which
determine the cheapest energy production for each generator and, based on this, determine
the electrical flow, rely on non-linear, numerical methods. Here, an electrical flow complies
with physical laws and is only seldomly influenced by the network operator. At this point,
graph theory, in particular flow algorithms, offer the possibility to efficiently calculate
optimal power flows on networks, given the assumption that the flow can be controlled
at each node of the network. It is due to the aforementioned compliance with physical
laws—and the resulting fact that electrical flows are not controlled—that flow algorithms
in electricity networks have been left unattended.

In this thesis, we consider graph-theoretical flow methods in electricity networks and show
that these yield electrical flows of considerable quality. We present two approaches: The
first approach considers the generator productions of flow models and uses them as input
for the power flow method. We use a range of heuristics to obtain physically better
generator productions. A second approach tries to implement flows in electricity networks
by equipping each node with an electric control system. Arbitrary flow algorithms can then
be applied to electricity networks and it turns out that the minimization of production costs
and line losses results in a balanced model, which additionally features reduced generator
production costs. Moreover, by weighting both criteria, that is, production costs and
line losses, the resulting search space is clearly bounded. From an economic point of view,
however, introducing control devices at each node of the network is currently not affordable
for network providers. For this reason, we combine the flow model for cost minimization
and flow balancing with the optimal power flow, such that nodes having control devices and
nodes having no such devices can be combined arbitrarily. This model exhibits interesting
properties; one of them being the optimal amount of control systems that are necessary to
reach the optimal flow. It turns out that only few control nodes are required to gain full
control of the electrical flow. For each of the flow models we present experiments using
real data to demonstrate the models’ properties.

Zusammenfassung

Elektrische Netzwerke und deren Betrieb werden zunehmend komplexer durch die Erweite-
rung von erneuerbaren Energiequellen, unabhängigen Energieerzeugern und der Planung
von intelligenten Energieabnehmern. Aktuelle Verfahren zur optimalen Lastflussberech-
nung, die die günstigste Energieproduktion für jeden Generator bestimmen und daraus
den elektrischen Fluss berechnen, beruhen auf nicht-linearen Methoden aus der Numerik.
Dabei folgt ein elektrischer Fluss physikalischen Gesetzmäßigkeiten und wird nur selten
von Netzbetreibern aktiv beeinflusst. Die Graphentheorie, im speziellen Flussalgorithmen,
bieten die Möglichkeit effizient optimale Flüsse auf Netzwerken zu erzeugen. Es wird jedoch
vorausgesetzt, dass an jedem Knoten der Fluss kontrolliert werden kann. Flussalgorithmen
wurden daher lange in elektrischen Netzwerken vernachlässigt, da der elektrische Fluss der
Physik folgte und nicht gesteuert wird.

Diese Arbeit beschäftigt sich mit graphentheoretischen Flüssen in elektrischen Netzwer-
ken und zeigt, dass Flussmethoden auf elektrischen Netzwerken angewendet werden kön-
nen, um physikalisch gute Flüsse zu erzeugen. Aus diesem Grunde werden zwei Ansätze
vorgestellt: Im ersten Ansatz werden die von den Flussmodellen erzeugten Generatorpro-
duktionen in die Lastflussmethode eingesetzt. Dabei werden eine Reihe von Heuristiken
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angewandt, um eine physikalisch bessere Generatorproduktion zu erhalten. Ein zweiter
Ansatz versucht Flüsse in elektrischen Netzwerken umzusetzen, indem jeder Knoten mit
Steuerelektronik ausgestattet wird. Dadurch können beliebige Flussalgorithmen auf elek-
trischen Netzwerken angewandt werden und es stellt sich heraus, dass das Minimieren der
Produktionskosten und der Leitungsverluste zu einem balancierten Modell führt, welches
zudem kostengünstige Generatorproduktionen erlaubt. Durch die Gewichtung der Krite-
rien Produktionskosten und Leistungsverluste entsteht zudem eine Paretokurve, die den
Ergebnisraum klar abgrenzt. Nun wäre aus Netzbetreibersicht ein Steuergerät an jedem
Knoten eine unwirtschaftliche bzw. unmöglich zu finanzierende Lösung. Daher wird dieses
Flussmodell zur Kostenminimierung und Flussbalancierung mit dem optimalen Leistungs-
fluss so kombiniert, dass man Steuerknoten und elektrische Knoten ohne Steuerelement
beliebig kombinieren kann. Dieses Modell bietet interessante Eigenschaften, die dann auch
zur optimalen Anzahl an steuerbaren Knoten im elektrischen Netzwerk führen und zeigen,
dass mit wenigen Steuerelementen der Leistungsfluss so beeinflusst werden kann, dass er
immernoch zu einer optimalen Lösung führt. Zu allen Flussmodellen werden Experimente
anhand realer Daten durchgeführt, um die Eigenschaften der Modelle zu verdeutlichen.
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1. Introduction

Power grids, also known as electricity networks, are networks, which satisfy our daily
energy demand and consist of generators (producing energy), transmission lines for energy
transportation and energy consumers. The energy flows in an electricity network obey
laws of physics, and this flow can be hardly controlled. For electrical analysis, like demand
satisfaction, costs optimization and fault tolerances, an energy flow calculation is necessary.
This results in a non-linear optimization problem that is currently solved by numerical
methods known as power flow (PF) to calculate the electrical flow of a given generator
production, and optimal power flow (OPF) to calculate the optimal energy production for
each generator and the resulting power flow.

Since the complexity and network size w.r.t. power grids has been growing, the efficiency
of these flow calculation methods has become increasingly important. Multiple methods
based on power flows have been developed recently [45]. However, the direction relating
power flow to other types of flows in networks has not been investigated. These flow
problems (for example transportation, fluid flows) have the property that the amount
of flow on an edge depends only on the capacity of the edge. For this type of problem,
traditional flow algorithms well-investigated in theoretical computer science can be applied.
To apply flow algorithms on electricity networks, each node has to be able to distribute the
flow according to a given flow. Control devices, which are able to influence the electrical
flow, are, for example, flexible alternating current transmission systems (FACTS) [44]. In
this thesis, we investigate electricity networks under the assumption that either all or a
part of nodes are supplied with such a control device. To apply traditional flow algorithms
on electricity networks, we initially assume FACTS devices at each node.

We start with investigating power networks where FACTS are placed on each node and
as another approach to compare the models with the current OPF method we use the
calculated generator productions of the models in the PF method to calculate an electrical
flow of the models generator productions. We first apply a simple standard flow model
and then remedy its disadvantages. The standard flow model produces an electrical flow,
where some transmission lines are close to the thermal limits and a lot of transmission
lines are not in use. In order to spread the electrical flow in the network we try to balance
the flow on all transmission lines. The first idea to achieve an equally balanced flow is to
give all transmission lines the same priority. This is done by minimizing the flow when
only half of the transmission line capacity is used. As each transmission line is balanced
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Chapter 1. Introduction

with the same priority, there are some lines which have more load than others. These
transmission lines are called bottleneck lines and contribute potential vulnerabilities in
the electricity network. Thus, a second balancing heuristic prioritizes bottleneck edges to
balance the flow on these edges and minimizes the maximum edge flow in the electricity
network by iteratively reducing the flow on all edges. The standard flow model and both
of its balancing variations have high energy production costs, since these models do not
take cost functions of each generator into account. Unfortunately, these cost functions
are not available in our experimental data. We use the method from Zimmermann et
al. [84] to produce generator cost functions from existing data sets. We target to minimize
generation costs using the produced cost functions. Additionally, we would like to keep
the produced flow balanced. To achieve this we take into account the line losses provided
by our data. We claim that the use of line losses results in a decrease of the flow on the
bottleneck edges. However, optimizing generation costs and line losses at the same time
are two opposing problems. We combine these two optimization functions into one using
a weighting optimization method and investigate its solution space.

In the second part of the thesis we make our assumption more realistic and investigate
electricity networks, in which only part of the nodes are supplied with FACTS devices.
We propose a new model, which merges the electrical power flow model with the graph
theoretical flow model with generator and loss minimization. We theoretically investigate
the properties of these models and show, e.g., for the 14-bus system [6], that FACTS may
provide better solutions in electricity networks. Our case studies with this combined model
show for the 14-bus system that only a small number of FACTS is sufficient to provide an
optimal solution and to control the whole flow in this electricity network.

Thesis Outline

In Chapter 2, we give an overview of related work on electricity networks and flow al-
gorithms. It presents existing approaches in computer science with regard to electricity
networks.

Chapter 3 provides the general notations and definitions of graph theoretical concepts and
linear optimization. We introduce different graph types, representations and components,
and describe the differences between linear programming and integer linear programming.

Fundamental concepts of electricity networks are presented in Chapter 4. We first describe
the standard data format and its components in more detail to understand the structure
of such a network. Afterwards, we mention power flow methods, which are part of the
optimal power flow calculation, and the approximation of a direct current (DC) electricity
network by an alternating current (AC) electricity network.

Chapter 5 provides the results of our investigations of flow algorithms on electricity net-
works, where FACTS devices are placed on all nodes, or using the calculated generator
production of the model in the power flow (PF) method to get the resulting electrical
flow. We start with a transformation of an electricity network into a graph-theoretical
flow network. To this transformed electricity network we apply several flow models like
the standard flow model, two balancing heuristics and a balanced cost minimization model.
Each model is established by some case studies.

In Chapter 6, we make the model introduced in Chapter 5 more realistic by assuming that
not all nodes can be supplied with FACTS. We prove several theoretical properties of this
model. Finally, we describe the results of its case studies.

We summarize this thesis with regards to the results and case studies, and give a brief
outlook regarding possible future work in Chapter 7.
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2. Related Work

In the first half of the 20th century, power flow calculations and optimal power flow analysis
were done by rules of thumb or by tools including slide rules and analog network analyz-
ers. The first publication with regards to digital load flows was provided by Dunstan in
1954 [31], in which he described the loop and track method. Since this method includes a
complex matrix inversion for which a special data preparation is necessary and since it is
strongly limited in network size, an iterative nodal power flow analysis was introduced in
1956 by Ward and Hale [80]. They show that nodal analyses have advantages in contrast
to the mesh analysis presented by Dunstan and Henderson [31, 42]. In the same year
Shipley and Hochdorf [70] provided different types of load flow solutions as well. In 1957,
Brown and Tinney [22] published an iterative nodal method to solve load flow problems
automatically. The difference to prior digital solutions is that the digital power analysis
from Brown and Tinney has an improved performance, comparable to analog analyzers,
and provides the same problem size, while the complexity compared to prior solutions
decreases. The first fully optimal power flow formulation was introduced by Capentier in
1962 [24]. Capentier shows that the optimal power flow is a difficult problem for solvers
because of its non-linearity. Non-linear solvers cannot guarantee a globally optimal solu-
tion, are not robust and are not fast. Therefore, Peschon et al. discuss in their paper from
1968 [63] an efficient computation of the optimal power flow based on the Newton-Raphson
method. This method was successfully applied to electricity networks with hundreds of
buses. Then, in 1985, a sparsity method for the optimal power flow problem was published
by Tinney [75]. In the paper, he emphasizes advantages like data reduction and increas-
ing speed. A survey summarizing past results of optimal power flow in power grids has
published in 1991 by Huneault and Galiana [45].

Computer Science Research in Power Grids

There are many research areas in computer science which try to tackle the optimal power
flow problem, including fuzzy logic, neural networks, genetic algorithms, artificial intelli-
gence methods, evolutionary computing, ant colony research and particle swarm research.
In the following, we present some research in this area.

One of the first works in fuzzy logic regarding optimal power flows was presented by
Miranda et al. in 1992 [51] using prior results with respect to fuzzy power flow from
Miranda and Matos in 1989 [50], and Miranda et al. in 1990 [52]. In this paper, they give
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Chapter 2. Related Work

a fuzzy model for the optimal power flow problem, where generations and load are modeled
as fuzzy numbers. They provide measurements for the robustness and exposure to future
scenarios and identify critical network elements. Based on this work, Abdul-Rahman
and Shahidepour [14] formulated in 1993 an application for the reactance power planning
including static security constraints, while the voltage constraints in each area are modeled
as fuzzy sets. A fuzzy multi-objective approach for the optimal power flow problem was
published in 1997 by Ramesh and Li [64]. They minimize two conflicting fuzzy goals,
which have as objective the secure and economic operation. In 2004, Padhy [61] presented
a hybrid model for congestion analysis in an electricity network including both real and
reactive power in a deregulated fuzzy environment. As a result, this model provides a
congestion-free network by increasing financial benefits. In the same year, El-Saadawi et
al. [33] provided a new fuzzy optimization approach to thermal unit commitment (TUC),
which involves only thermal units and minimizes the cost of generation, while meeting
certain constraints. The demand, reserve requirements and production costs are fuzzy sets
used to find an optimal solution by incorporating fuzzy operations and ”if-then” rules. A
hybrid model for economic dispatching—meaning short-term determination of an optimal
generator production—in electrical networks, combining fuzzy adaptive particle swarm
optimization and evolutionary algorithms, was published by Niknam in 2010 [54]. In this
paper, the hybrid model is accurate and converges quickly; the objective function can be
differentiable, non-differentiable, convex or non-convex; and variables can be continuous
or discrete. In 2012, Shabani et al. [69] presented a fuzzy-based method for optimal
placements of unified power flow controllers (UPFC) to enhance the optimal power flow
by using non-linear programming.

Another field in computer science is evolutionary computing. The first research work in
this areas was presented by Roa-Sepulveda and Pavez-Lazo in 2003 [66]. They present
an evolutionary algorithm—simulated annealing (SA)—on electricity networks for an op-
timal power flow and verify that simulated annealing renders a useful approach to solve
the optimal power flow problem. Principally, simulated annealing for optimal power flow
(OPFSA) achieves the globally optimal solution, but requires a proper selection of anneal-
ing parameters and a long computation time. In 2004, Somasundaram et al. [71] published
an evolutionary algorithm for the security constrained optimal power flow (SCOPF) and
show that the approach is simple, reliable, efficient and suitable for online applications.
Jayabarathi et al. [47] show different evolutionary programming techniques with regards
to all kinds of economic dispatch problems in 2005. These evolutionary techniques can
find the optimal or nearly optimal solution of all types of economic dispatch problems, in-
cluding all types of cost functions and a variety of constraints. As for the previous paper,
the execution time is long, and therefore not useful in practice. In 2005, from the view-
point of a generation company, Attaviriyanupap et al. [18] published a paper to optimize
the profit of generation companies on deregulated power markets by using evolutionary
computing. Ongsakul and Jirapong [58] use evolutionary programming to find an opti-
mal allocation of flexible alternating current transmission systems (FACTS) devices, such
that the optimal placement of FACTS improves (maximizes) the total transfer capability
(TTC). In 2007, three papers were published regarding optimal power flow, evolutionary
computing, and optimal FACTS parameters. The first one, due to Domı́nguez-Navarro et
al. [30], determines optimal FACTS parameters in electricity networks by using evolution-
ary strategies. It shortly summarizes the possibilities of FACTS in electricity networks
and obtains the best point of operation of FACTS devices. The second publication by
Sood [72] uses evolutionary programming for optimal power flow (OPF) and validates the
results with respect to deregulated power system analyses. The third paper by Ongsakul
and Tantimaporn [59] provides an improved evolutionary program (IEP) for optimal power
flow, which can be parallized, and therefore reduces the computing time while preserving
the quality of the solution. One of the more recent works was published early 2014 by
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Reddy and Abhyankar [65] and presents a fast evolutionary algorithm for optimal power
flows.

Genetic algorithms (see Goldberg [39]) generally use principles of nature, for example
natural selection and survival of the fittest. Genetic algorithms are also used to tackle
optimal power flow problems in electricity networks. One of the first publications is due
to Walters and Sheble [79], including a reference to the master thesis of Walter [78] in
1991. They present a genetic-based algorithm for the economic dispatch problem. This
approach requires several runs to adapt the model, but also shows that genetic algorithms
are powerful optimization tools with the advantage of being able to handle any type of
unit characteristic data. To provide a solution in large-scale power systems, Chen and
Chang [25] present a generic algorithm for economic dispatching for large electricity net-
works in 1995. In contrast to other genetic approaches, it directly uses a coding, searches
for many optimal points in parallel, provides blindness to redundant information and uses
probabilistic rules, resulting in a robust and global optimization algorithm. In 2000, Chun
and Li [26] showed a hybrid genetic algorithm to solve optimal power flows on electricity
networks with FACTS. A genetic algorithm for the optimal allocation and types of FACTS
devices in deregulated electricity markets was presented by Cai et al. [23] in 2004. They
minimize the system costs function and simultaneously decide the location, types and rat-
ing of FACTS devices, which leads to an effective and practical method. Another approach
published by Devaraj and Yegnanarayana in 2005 [29] uses generic algorithms for optimal
power flows to enhance the security in electricity networks. In this approach, the optimal
real power generator production and the phase angles of the phase-shifting transformers
are determined. They show that the algorithm is useful in practice, as computation time
and space usage is low. In 2006, Todorovski and Rajicic [76] provided an initialization
method to overcome the problem of inefficient starting values for voltage angles in genetic
algorithms for optimal power flow (OPF). This approach improves the performance of
genetic algorithms for optimal power flow.

Swarm intelligence (SI) is a collective behavior observed in nature, where each agent is
self-organized. An example for such a behavior are ants. In 2001, Abido [15] published a
particle swarm optimization (PSO) for optimal power flows. This new approach provides
an efficient and robust method. A more general work from 2008 by del Vallo et al. [28]
describes the possibilities of particle swarm optimization in power systems by explaining
concepts and variants, since this approach effectively solves large-scale non-linear opti-
mization problems. A survey of particle swarm optimization in electricity networks was
given by AlRashidi and El-Hawary in 2009 [16]. With regards to ant colonies, a short-term
generation scheduling of thermal power systems was provided by Yu and Song in 2000 [82].
The idea is that co-operating agents like ants work together to find an optimal solution
to this problem. This work confirms the applicability of ant colonies to short-term gener-
ation scheduling problems of thermal power systems. In 2009, Gasbaoui and Allaoua [36]
presented another ant colony optimization approach regarding optimal power flow settings
of control variables. They examine the efficiency and robustness of this approach with
respect to fuel cost minimization, improved voltage profiles and voltage stability.

This is just a rough overview of some research areas in computer science regarding optimal
power flow and FACTS in electricity networks. Unfortunately, these has not yet been any
research on graph-theoretical flow algorithms.

Research in Graph-theoretical Flow Networks

The first flow network problem was formulated by Harris in 1954 in the context of rail
networks. A possibility to solve the Harris’ problem is to use the simplex method provided
by Danzig in 1951 [27]. Ford and Fulkerson published the first known flow algorithm and
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the minimum cut theorem in 1955 [35]. In 1972, Edmonds and Karp [32] improved the
time complexity of flow algorithms to O(nm2) by providing a shortest augmenting path
algorithm. An efficient flow algorithm, named push–relabel maximum flow algorithm, was
published by Goldberg and Tarjan [37] in 1986 having a runtime of O(nm log(n2/m)). The
relationship of flow algorithms to the transportation problem is provided by a historical
outline by Schrijver in 2000 [67]. In 1990, Goldberg et al. [38] published a detailed survey
covering the years 1950 to 1989.
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3. Preliminaries

This is a fundamental introduction to the tools that are used in this thesis. The applied
terminology for this document is presented below. In addition, a theoretical background
concerning computational complexity can be found in Arora and Barak [17], Papadim-
itriou [62] and Bläser and Manthey [19], and concerning graph theory in Bollobas [21].

3.1. Graph Theory Notation

Directed and Undirected Graph. A directed graph is defined by G = (V,A), where
the finite sets V and A ⊆ V ×V denote the vertices and arcs, respectively. The cardinalities
of the set of vertices is given by n = |V | and of the set of arcs by m = |A|. An arc A is
defined by two vertices (u, v), where u, v ∈ V . A vertex u is incident to an arc (u, v) if this
arc represents an incoming or outgoing arc of vertex u. Two vertices u and v are adjacent
if they have a common arc (u, v) ∈ A or (v, u) ∈ A and the neighborhood is described as
v ∈ Γ(u), where v is in the neighborhood of u.

For undirected graphs we define G = (V,E), where the finite set E represents the edges
without a specified direction. That is, each edge (u, v) ∈ E also includes its reciprocal
(v, u) ∈ E. The remaining definitions are similar to those of directed graphs, replacing A
by E.

We distinguish between arcs A and edges E to make the difference between directed and
undirected graphs obvious.

Capacitive Graph. A capactive directed graph is denoted by G = (V,A, c), where
c : A → Rm≥0. The function c defines for each arc a = (u, v) ∈ A a capacity c(a). For a
capacitive undirected graph G = (V,E, c) the capacity function maps from A to R, i.e.,
c : A→ R, because each edge allows the flow in both directions. We set c(u, v) = −c(v, u).

Directed Presentation of an Undirected Graph. It is possible to convert an
undirected graph into a directed graph without loss of generality. For this each edge
(u, v) ∈ E is represented by two arcs (u, v), (v, u) ∈ A and a capacity function c : A→ Rm≥0,
where c(u, v) = c(v, u). Or in other words, the directed representation is formed by the
original graph and by its backward graph G, and therefore Gnew = G ∪G.

7
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Degree. The degree of a vertex u in a directed graph is split into an incoming degree
in(u) of the incoming arcs quantity |{(u, v) ∈ A}| and an outgoing degree out(u) of the
outgoing arcs quantity |{(u, v) ∈ A}|. In an undirected graph, deg(u) denotes the number
of edges incident to vertex u.

vi

vi+2

vi+1

Figure 3.1.: A cycle with vertices
vi, vi+1 and vi+2.

Cycle. A cycle C in a graph G = (V,E) is a set of
vertices C = {vi, vi+1, . . . , vk}, which together build a
closed path in G, where C ⊆ V . In Figure 3.1, a closed
path is (vi, vi+1, vi+2, vi). Thus, a cycle is a path, where
the starting vertex is also the ending vertex.

Figure 3.2.: A tree with orange
marked leafs.

Tree. A tree T = (V,E) is a connected undirected
graph without cycles. Thus, there exists exactly one path
between each vertex pair in T . The vertex set V is sep-
arated into internal vertices with degree greater than 1
and leafs with degree 1. The number of edges in E is
|E| = m = n − 1. An example is shown in Figure 3.2,
where the orange marked vertices are leafs and the black
vertices are inner vertices. The number of edges for this

example is 7 and the number of vertices is 8, where m = 8− 1 = 7.

3.2. Linear Programming and Integer Linear Programming

Many problems can be formulated as a linear optimization problem, better known as
linear program (LP) [20, pp.1-26]. Some well-known examples are the minimum-weight
or shortest-path problem, the maximum-flow and minimum-cut problem and the trans-
portation problem whose formulations and descriptions can be found in [53, pp. 55-82].
Nemhauser and Wolsey [53, pp. 30-41] present some efficient solvers. In this thesis Gurobi
Optimization [5] in combination with MATLAB [7] is used to solve LPs, integer linear
programs (ILPs) and their combination.

Linear Programs. Linear programming optimizes an objective function zLP subject to
certain constraints. Depending on the problem, optimization means that the objective
function is minimized or maximized. But it is sufficient to use minimization. In case of
maximization the objective function is negated. This also works the other way around.

The problem has to satisfy the following properties to form a linear optimization problem:

• linear objective function zLP : Rn → R,

• constraints with linear equations or inequalities.

The objective function consists of a vector c = (c1, . . . , cn)T representing the constant
coefficients (e.g. costs) and a vector of variables x = (x1, . . . , xn)T ∈ Rn≥0 representing the
unknown values which have to be determined. The objective function is defined as

zLP = c> · x. (3.1)

The constraints consist of a matrix A ∈ Rm×n, where m is the number of constraints, the
above vector x and a restriction vector b = (b1, . . . , bm). The vector b forms the right-hand
side (RHS) of the equations. For example:

aj · x ≤ bj , j = 1, . . . ,m

aj · x = bj , j = 1, . . . ,m

aj · x ≥ bj , j = 1, . . . ,m.

8



3.2. Linear Programming and Integer Linear Programming

Linear Algebra
(linear equation)

Linear Programming
(LP)

(solving linear equations
in non-negative

variables and linear
in-equalities)

• Gaussian Elimination Method

Integer Linear
Programming (ILP)
(solving linear equations
in non-negative integer
variables and linear

in-equalities in integers)

• Simplex Method (polynomial time in average)

• Ellipsoid Method (1979 Khachiyan)

• Interior Point Method (1984 Karmarkar)

Deterministic Polynomial Time

NP-Complete

• Branch and Cut

• Heuristic Methods (Tabu Search)

Figure 3.3.: The difference in time complexity of linear programs and integer linear
programs is highlighted by the dashed line. Each problem can be solved
by the methods listed on the right hand side. The arrows in the figure
indicate the increasing difficulty of the methods.

With the non-negativity condition xi ≥ 0 the constraints get easier. If x is a free variable,
which means it can either be positive, negative or zero, it is possible to convert this free
variable into a non-negative variable by setting

xi = x+
i − x−i ,

where x+
i ≥ 0 and x−i ≥ 0.

It is possible to transform inequality constraints into equality constraints by simply using
slack or surplus variables explained in Examples 1 and 2. Conversely, it is also possible to
replace one equality by two in-equality constraints.

Bol [20] shows that linear programs are solvable in deterministic polynomial time. Some
methods to solve linear programs are given in Figure 3.3.

Example 1. A slack variable is used to transform an inequality into an equality by
performing the following step

aj · x ≤ b
⇔ aj · x+ slack = b, slack ≥ 0.

Example 2. A surplus variable is used to transform an in-equality to an equality

aj · x ≥ b
⇔ aj · x− surplus = b surplus ≥ 0

Integer Linear Programs and Mixed Integer Linear Programs. Integer linear
programs are used to solve problems, where the variables are integers x ∈ Zn. More
specifically, it is given by

zILP = max{c>x : Ax ≤ b, x ∈ Zn≥0},
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where b = (b1, . . . , bm), c ∈ Rn and A ∈ Rm×n are given. For ILPs all variables are integer.
In a mixed integer linear program (MILP) some variables are restricted to Zni and the
other variables are in Rnj . It is denoted by

zMILP = max{c>x+ d>y : A1x+A2y ≤ b, x ∈ Rnx≥0, y ∈ Zny≥0},

where b = (b1, . . . , bm), c ∈ Rnx , d ∈ Rny , A1 ∈ Rm×nx and A2 ∈ Rm×ny are given. As
shown in Figure 3.3, these problems are NP-complete and a study of their computational
complexity is available in Trauth and Woolsey [77].
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4. Power Flow in Electricity Networks

Electricity networks, like the one shown in Figure 4.1, satisfy our daily energy demand. Due
to the change in the ecological behavior of countries, these networks have been becoming
increasingly complex. Thus, the countries have started to employ renewable energy sources,
independent power producers (IPP)

FRANCE

AUSTRIA

GERMANY

ITALY

Substation
220 kV
Substation

380 kV

Substation

LIECHTENSTEIN

Figure 4.1.: Transmission network of Switzerland from [3].

and smart energy consumers.
To analyze the network with
regards to demand satisfac-
tion, optimal energy pro-
duction, fault tolerance and
much more, it is necessary to
compute a flow of energy in
such an electricity network.
Energy flows in an electric-
ity network obey elemental
laws of physics. To calculate
the amount of energy flow-
ing through each edge, tradi-
tionally the Power Flow (PF)
method is used. In contrast
to that, the Optimal Power
Flow (OPF) method is used
to calculate the electrical flow by minimizing the production costs. Both OPF and PF
methods are non-linear optimization problems; they are important tools for network op-
erators and solutions for them have been improving over decades.

An electricity network includes multiple components like lines, transformers, generators
and much more. In this chapter, we introduce the properties of these components (Sec-
tion 4.1 and 4.2) and then describe in detail the PF method for both direct and alternating
current. We also define a vocabulary which is used throughout this thesis and in the used
data from the Washington University [6].

4.1. Transmission Line Parameters

A common way to describe the parameters of an electricity network is provided by the
widely-accepted IEEE format described in [40]. A file of this format contains the following
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Chapter 4. Power Flow in Electricity Networks

fields: bus data, branch data, loss zones, interchange data and tie lines. In the following,
we describe the most common transmission line parameters regarding the example data
from the Washington University [6]. Prior to this, however, we describe the structure of an
electricity network and the notion of a per-unit-system, which is required for the example
data set.

General Structure of an Electricity Network. The electricity network shown in
Figure 4.2 is called a 14-bus system, since this electricity network has 14 buses, numbered
one to fourteen. It is one of the sample networks from the Washington University [6]. The
lines connecting the buses represent the transmission lines and are named branches. There
can be multiple branches between two buses (see for example the lines connecting buses 1
and 2). An arrow at a bus means that there is a power demand, denoted by Sd, at this bus.
Sd consists of real power demand, denoted by Pd, and reactive power demand, denoted
by Qd. Buses with demand are also called load buses. Buses which are connected with a
generator G (denoted by G) or a condenser C (denoted by C) represent the generator buses
which are the power supplies in an electricity network. In AC a generator marked with G
has both a real power output Pg and a reactive power output Qg, where C has only reactive
power output and G has both real and reactive outputs. The symbols with two separated
serrated lines represent transformers, which normally change the voltage level.

Per-Unit-System. The power transmitted over a line is denoted by P and is defined as
the product of voltage V and current I

P = V × I. (4.1)

So, if there is a fixed power that we would like transmit, then we can vary V and I to get
this result. As the current I is transmitted over the line, there exist power losses which
are determined as

Ploss = R× I2 = R×
(
P

V

)2

, (4.2)

where R is the resistance, I the current and Ploss denotes the line losses. Notice that the
resistance R for each line is fixed. Thus, Equation 4.2 shows that, for small current values

Figure 4.2.: A 14-bus electricity network with five generator buses, eleven load buses
and transmission lines.
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4.1. Transmission Line Parameters

I, the power losses become vanishingly low. In addition, using high voltages and thereby
decreasing the current to reach the transferring power, which is shown in Equation 4.1,
results in small line losses, but increases the costs for the transmission system. This results
in a trade-off between I and V .

In practice, the high-voltage lines are commonly used in transmission networks for large
distance transmissions and low-voltage lines are used in distribution network for short-
distance transmissions. Thus, in an electricity network there typically exist multiple nom-
inal voltage levels, where nominal voltage denotes the voltage during normal operation.
An example of such a network is shown in Figure 4.3, where different voltage levels for
different network levels—transmission and distribution—are shown.

To make the calculation in an electricity network with multiple voltage levels easier, the
per-unit-system is used as a normalization. Within a voltage level each bus voltage is
measured with regards to the nominal voltage. The nominal voltage is defined as 1.0 per
unit voltage. The following equation represents the conversion into per unit (p.u.):

per unit = current value
base value (4.3)

Each power grid from the University of Washington [6] described below has a so-called
Mega Volt-Ampere base (MVA base) for the whole bus system. This MVA base is the
power base Sbase. In transmission systems, as well as in the IEEE examples, it is set

G

26 & 69kV 13 & 4kV 120 & 240kV

138 & 230kV

Subtransmission
Consumer

Primary
Consumer

Secondary
Consumer

Transmission
Consumer

Substation -
Transformer

Legend
Black: Transmission Network
Cyan: Distribution Network
G – Generator
−I – Load138, 230, 345, 400,

500 and 765 kV

Figure 4.3.: Basic structure of a multi-voltage level electricity network. The network
contains a generator G, transmission lines colored in black, step-down
transformers and distribution lines colored in cyan. The transformers
transform the high voltage to a lower level. Furthermore, there are four
different consumers shown with four different voltage levels: a transmis-
sion consumer with a high voltage connection and a subtransmission, pri-
mary and secondary consumers with medium to low voltage connections.
We use the voltage levels and notations described by the U.S.-Canada
Power System Outage Task Force [55].
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Chapter 4. Power Flow in Electricity Networks

to 100 MVA. Furthermore, the voltage base Vbase and the current base Ibase are used to
calculate each other.

Sbase3φ =
√

3 · Vbasel2l × Ibase = 3 · Ibase × Vbasel2g

The term
√

3 . . . is used in the base calculation of a three-phase system only [41]. The same
holds for the Vbasel2l , where l2l stands for line to line and l2g for line to ground [34]. This
is the specification of the nominal voltages in a three-phase system. In contrast to power,
the current Ibase is only applied to one of the three phases. These systems are common in
AC generation, transmission and distribution networks [74] and are often denoted by 3φ.
In contrast to this, single-phase systems are denoted by 1φ and are common systems for
end-user AC power sockets [74].

As shown above, the known electrical formulas can be used for calculating, for example,
the impedance Z in per-unit-system:

Zbase =
V 2
basel2l

Sbase3φ
=
Vbasel2l
Ibase

, Zpu =
Z

Zbase
,

where Z is in Ω (Ohm). To convert from one base to another, the current per-unit-value
is multiplied by the division of Zoldbase by Znewbase:

Znewpu = Zoldpu ·
Zoldbase
Znewbase

= Zoldpu ·
(
V old
base

)2 · Snewbase(
V new
base

)2 · Soldbase
. Transformer. A transformer is a system of coils which turns the voltage at one end
(source) into a higher, lower or same voltage at the other end (sink). It is also known as
energy coupling system and assembled by coils, a core and a casing [43, 73, pp. 131, pp.
103]. The coils consist of copper or aluminum windings. These windings are insulated
from each other to prevent, for example, shorts. A transformer is made of at least two
coils, one at the ”from end” (called primary) and one at the ”to end” (called secondary),
where the primary coil often denotes the coil at the higher voltage level [43, p. 131]. The
core is made of magnetic metal like iron. There exist two losses which are influenced by the
core: the hysteresis losses, which are directly proportional to the volume of the core (or
core lamination), and eddy current losses, which are directly proportional to the thickness
of the core (or core lamination). Large power transformers use many thin laminations of
high-grade electrical sheet steel as core [57], which are stacked and insulated to minimize
the above losses.

Occasionally, the voltage at the primary end differs from the expected voltage. As the
transformer only changes the voltage by a ratio between the primary and secondary coil,
the voltage on the secondary coil differs from the expected voltage if the primary voltage
differs from the expected voltage. This may result in problems, since the transmission lines
and devices in the subnetwork of the secondary coil are made for the nominal voltage. In
addition, if the voltage is lower than the nominal voltage, the losses increase. Therefore,
on large power transformers, taps are used on the primary coil. These taps work as an
offset for any higher or lower voltage input at the primary coil to get the expected nominal
voltage at the secondary coil.

The simplified mode of operation is based on a magnetic field within the core, which is
created by the primary coil. This generated magnetic flow within the core is denoted by
the magnetic flux φ. This magnetic flux induces a voltage Vs into the secondary winding.
If the number at the secondary coil is less than the one at the primary coil, then the
voltage and current decrease, and vice versa.

Bus Data Specification. The bus data describes the available properties of a bus. The
sequence of data in the IEEE format [40] is as follows:

14



4.1. Transmission Line Parameters

1. Bus number

Each bus has its unique number, which is used for easier handling of the nodes.

2. Name

Interrelates the bus number with the real name.

3. Load flow area number

The area number shows in which region or facility the bus is located.

4. Loss zone number

In addition to the area number, a loss zone number is defined. Zones are normally
separated by transformers, and each zone has a different voltage base and there-
fore different power loss properties (described in Equation 4.2). Zones are used to
calculate the transmission loss factor (TLF) and distribution loss factor (DLF) [1].
Therefore, these zones are normally used for locational marginal pricing (LMP) cal-
culation [60].

5. Bus type

The bus type can be either a load bus l ∈ L denoted by type 0, synchronous condenser
bus c ∈ C denoted by type 1, generator bus g ∈ G denoted by type 2 or reference bus
denoted by type 3. Sometimes there is also an isolated bus, which is not mentioned
here. There are other bus types details shown in Table 4.1. A load bus of type zero
is unregulated and is a demand node only, a bus of type one holds MVar generation
within the voltage limits, a generation bus of type two holds reactive and real power
generation within limits Qmin < Qg < Qmax, and type three is given the voltage V
and phase angle Θ. The last type is called swing bus, slack bus, or v-theta. In an
electricity network, there is always one slack bus necessary to obtain a solution via
the numerical power flow methods described in Section 4.3. The last type is often a
type-two bus with additional knowledge of voltage V and phase angle Θ.

6. Final voltage

The final voltage is also known as voltage magnitude V . In the power flow modeling,
it represents the initial guess for the PF method. This value is denoted by V and
expressed in per unit.

7. Final angle

The final angle, also known as voltage angle Θ, is expressed in degrees. In an AC
electricity network, voltages and currents oscillate with the same frequency, but are
shifted by Θ to each other.

8. Load - real power demand

Real power demand for one bus is denoted by Pd and measured in megawatts (MW).

9. Load - reactive power demand

Reactive power demand for one bus is denoted by Qd and measured in mega volt-
ampere reactive (MVar).

10. Generation - real power output

Real power produced by a single bus. It is denoted by Pg and measured in MW.

11. Generation - reactive power output

Reactive power produced by a single bus. It is denoted by Qg and measured in MVar.

12. Base KV

In an electricity network, this value is used as a reference quantity of the per-unit-
system (p.u.), which simplifies the expression and comparison of parameters in the
network.
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Table 4.1.: Load flow bus specification from [81].

Bus Type P Q |V| Θ Comments

Load

X X

Usual load representation.

Voltage Controlled

X X

Assume |V | is held constant no matter what Q
is.

Generator or
Synchronous
Condenser

X

X X

X

Generator or synchronous condenser (P = 0) has
VAR limits,

• Qmin minimum Var limit,

• Qmax maximum Var limit,

• |V | is held as long as Qg is within limits.

Fixed Z to Ground Only Z is given.
Reference

X X

”Swing bus” must adjust net power to hold volt-
age constant (essential for solution).

13. Set point

A generator bus g ∈ G is a voltage controlled bus and its voltage is set by the
operators. The reactance power produced Qg is controlled by changing its reference
set point [68, p. 174]. It is specified in per-unit-system.

14. Maximum voltage, MW or MVar limit

This value is denoted by Vmax and represents the upper bound for the voltage mag-
nitude of a bus in our case, but it may also describe the maximum real or reactive
power. This depends on the user of the IEEE data format.

15. Minimum voltage, MW or MVar limit

This value is denoted by Vmin and represents the lower bound for the voltage mag-
nitude of a bus in our case. As above, it may also describe the minimum real or
reactive power.

16. Resistors, Capacitors or Reactors - Shunt conductance G

Is produced by existing electrical fields around resistors, capacitors or reactors and
represents an impedance absorption. Therefore, it is represented with a negative
sign and its unit is MW. The specification of this parameter in the IEEE sheet is in
per-unit-system:

Gpu =
GMW

SBase

17. Resistors, Capacitors or Reactors - Shunt susceptance B

Represents an impedance injection measured in MVar. As it is an injection; its sign
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4.1. Transmission Line Parameters

is positive. Similar to shunt conductance G, the specification of this parameter in
the IEEE sheet is in per-unit-system.

Bpu =
BMV ar

SBase

Conductance G and susceptance B comprise the real and the imaginary part of
admittance Y = G+ j ·B. Both are shown in Figure 4.5.

18. Remote controlled bus number

Represents the number of the remote controlled bus.

Branch Data Specification. The branch data reconstruct the power grid including
restrictions and transmission line parameters. As above, we use the IEEE format [40] to
describe the most important line values and properties. A single branch is denoted by
(f, t), where f is the from bus and t is the end bus of it.

1. From Bus

2. To Bus

3. Load flow area

This parameter is already explained in the above bus data specification at Point 3.

4. Loss zone

Loss zones are described in the above bus data specification at Point 4.

5. Circuit

Since the electricity network is a multigraph, the number of parallel transmission
lines are mentioned with the circuit value. If there is just a single line the value is
one.

6. Type

There are multiple possible line types that can be present:

• 0 Transmission line
Represents a standard branch.

• 1 Fixed tap
For this transformer type, the voltage angle and voltage ratio, which is
equivalent to the tap ratio τ , are fixed.

• 2 Variable tap for voltage control (TCUL, LTC)
Here, the voltage angle Θ is fixed and the voltage ratio is variable. Load
tapchangers (LTC), which keep the voltage at a low level, or tap change
under load transformers (TCUL) for voltage control in subtransmission and
distribution networks are possible devices.

• 3 Variable tap (turns ratio) for MVar control
In this case, the transformer controls the reactive power by a variable voltage
ratio. The voltage angle Θ is fixed.

• 4 Variable phase angle for MW control
For type four, the voltage ratio is fixed and the phase angle Θ is variable.
The real power is controlled by phase shifters, which is described in Point 14.

The standard transmission line is represented by a type zero. In contrast to this, the
other types represent transformer lines. The transformer tap and voltage ratio are
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Z = R+ j ·X

Figure 4.4.: The impedance Z con-
sists of a real term
R (resistance) and an
imaginary term X (re-
actance).

j ·B G

Y = G+ j ·B

Figure 4.5.: The admittance Y con-
sisting of the conduc-
tance G and suscep-
tance B, which repre-
sent the real and imagi-
nary part, respectively.

described in more detail at Point 13 and describe the common usage of a transformer,
as already described above. The line type which changes the voltage angle by a shift
angle Θshift is described at Point 14 and describes a transformer which, for example,
splits the real power P over multiple lines.

7. Resistance

The branch resistance Rpu is expressed in per-unit. Sometimes it is denoted by r or
rs, which denotes the series resistance. It represents the real term of the impedance
Z shown in Figure 4.4:

Rpu = R
Zbase

(4.4)

8. Reactance

The branch reactance Xpu is expressed in per-unit and can also be denoted by a small
letter x, or, in case of branches, it is often denoted by xs, called series reactance.
The resistance and reactance define the impedance

Rpu + j ·Xpu (4.5)

in per-unit. As shown in Equation 4.5 and in Figure 4.4, it represents the imaginary
term.

9. Total Line Charging Susceptance

This value represents the total line charging susception B in per unit. The description
can be found in the above bus data specification at Point 17.

10. Line MVA rating Number 1, 2 and 3

These values represent the line rating with the lowest value to the left (first value).
In our case, the left value represents the normal MVA rating (long term rating),
the second value represents the short term value, and the last one represents the
emergency value (highest value). The lowest non-zero value is put to the left. These
parameters specify the maximum power which can be transmitted over one line. In
Germany, there is only one value for a branch, but, for example in France, there exist
three values, where the long term capacity is used for the normal operation and the
other two capacities represent short term and emergency values, where the branch is
shut down after a specified time to prevent branch outages [83]. If the value is zero,
then the line is unlimited.

11. Control Bus Number

The control bus number denotes the bus whose voltage is controlled. If it is controlled
by a variable tap transformer for voltage control (branch type 2), then the side at
Point 12 has to be specified. Otherwise, if the branch is not of type two, the side is
always zero.
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12. Side

The location of the controlled bus is specified by

• 0: Controlled bus is one of the terminals,

• 1: Controlled bus is on the tap side, and

• 2: Controlled bus is on the impedance side (Z bus, see Table 4.1).

13. Transformer tap ratio

The ratio of turns in the primary coil and those in the secondary coil of a transformer
is known as tap ratio and denoted is by τ . For example, if the primary coil consists
of nine turns and the secondary coil of three turns, then the turn ratio is 3 : 1. Thus,
the voltage at the primary coil is three times greater than at the secondary coil. The
turn ratio is equivalent to the voltage ratio and current ratio

Vp
Vs

=
Ip
Is

=
Np
Ns
, (4.6)

where Vp (resp., Vs) is the primary (resp., secondary) voltage, Ip (resp., Is) is the
primary (resp., secondary) current and Np (resp., Ns) the number of turns of the
primary (resp., secondary) coil. The tap is the connection point at the primary
windings of the transformer. This tap selects a certain number of windings within
the transformer to create the expected voltage at the secondary coil. If the line does
not represent a transformer connection, but a standard branch, then the tap ratio is
equal to zero.

14. Transformer phase shifter angle

Transformer phase shifter angles (denoted by Θshift) are angles which are set in a
phase-shifting transformer (also known as phase angle regulating transformer , phase
angle regulator or quadrature booster). A phase-shifting transformer, in contrast to
a standard transformer, controls the real power flow in an AC three-phase electricity
network. Particularly, it splits the real power over multiple lines through a phase
angle. The purpose of such a power transformer is to handle parallel lines with
different voltage level, capacities, or to combine cables and overhead transmission
lines. It helps to avoid overloaded cables and therefore stabilizes the network. In
addition, these transformers work in both directions.

15. Minimum tap or phase shift

This entry either describes the minimum tap ratio from Point 13 or the minimum
phase shift angle described in Point 14. This depends on the IEEE data format use
case.

16. Maximum tap or phase shift

Similar to Point 15, but using the maximum.

17. Step size

18. Minimum voltage, MVar or MW limit

Either the minimum voltage Vmin, reactive power Qmin (MVar) or real power Pmin
(MW) limit is described here. This always depends on the use case of the data
format.

19. Maximum voltage, MVar or MW limit

Similar to Point 18, but using the maximum instead.
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Generation Costs. As the normal IEEE data does not provide any generation costs, the
generator cost functions are built from the existing data set. For this, we use the method
described by Zimmerman [84]. If there is a real power generation Pg, the cost function is
defined by

γ = 10
Pg
k2 + 20k, (4.7)

where k is the amount of generation. Otherwise, if there is only a reactive power generation
Qg, the generator costs function is given by

γ = 0.01k2 + 40k. (4.8)

These functions are necessary to calculate the optimal power flow (OPF), the power flow,
that satisfy the demand, minimizes the generation cost [81, 41, 85, 84, 86, 87].

4.2. Properties of Transmission Lines

In the first part, we described the components of an electrical network. In this section,
the fundamental properties of an electricity network will be described to prepare for the
remaining sections. These properties describe in general, how these components work
together. For more details about transmission line properties, we refer to [41, 81]. We
start with the two Kirchhoff’s laws.

The first Kirchhoff’s law, known as Kirchhoff’s current law (KCL), implies that the incom-
ing current into a bus is the same as the outgoing and it holds for all buses in the electricity
network (see Figure 4.6). It is also called charge conservation law and is formally written
as:

n∑
k=1

Ik = 0, (4.9)

where I is the current and index k is the bus, for k = 1, . . . , n.

The second Kirchhoff’s law is the Kirchhoff’s voltage law (KVL) and describes the behavior
of voltages in a loop (also known as mesh) with

∑
k∈C

Vk = 0, (4.10)

where C is the set of buses that comprise a loop and Vk describes the k-th voltage drop
(also known as potential drop). Thus, the sum over all potential differences is equal to
zero, which is shown in Figure 4.7. This is the energy conservation law.

In relation to the two Kirchhoff’s laws stands the Ohm’s law, which is defined by

R = V
I , (4.11)

where V is the voltage, I is the current and R denotes the resistance. For AC electricity
networks, the resistance R is replaced by the impedance Z, which was already mentioned
in Section 4.1. It describes the proportionality between current I and voltage V .

4.3. Power Flow

In an electricity network, the flow of the power is mostly determined by both Kirschhoff’s
laws and Ohm’s law. To analyse such networks with regards to, e.g. fault analysis,
stability studies and economic calculation, it is necessary to simulate the electrical flow
in an electricity network. This is done by power flow analysis methods. There exist two
classical power flow analysis methods: the nodal analysis and the loop analysis, which
refer to the usage of first and second Kirchhoff’s law, respectively.
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Figure 4.6.: The first Kirchhoff’s law, the
Kirchhoff’s current law, de-
fines that the sum over all
incoming and outgoing cur-
rents at a bus are equal to
zero, for example, I1 − I2 −
I3 = 0.
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Figure 4.7.: The second Kirchhoff’s law,
the Kirchhoff’s voltage law,
defines that the sum over all
voltages in a loop are equal
to zero, for example, in the
second mesh is V2 − V3 = 0.

The nodal analysis of electrical networks uses the KCL and assigns voltages to the buses
of the network with respect to a slack node. The slack node is selected as reference and
described in Section 4.1 in the bus specification, Point 5. Thus, if n denotes the number
of buses, there exist n− 1 equations.

In contrast to the nodal analysis, the loop analysis (also known as mesh analysis) is based
on the KVL, where loop currents are calculated for each loop. Here, a reference loop is
used instead and there are N equations, where N is the number of loops in the electricity
network.

One analysis technique is sufficient to see that both Kirchhoff’s laws hold by using Ohm’s
law for the missing variables. The loop analysis is not a technique for large and complex
networks, as it becomes difficult to choose a good reference loop (also known as supermesh)
and the loops need to be extracted from the network to apply this analysis. Therefore,
the nodal analysis is the preferred to the loop analysis.

For the power flow modeling, the real power demand Pd and reactive power demand Qd for
each bus are given. For each generator bus in the electricity network, the power generation
Pg and voltage V are given. And for the slack bus, we know the voltage magnitude V and
voltage angle Θ. The goal of such a model is to calculate the voltage magnitudes V and
voltage angles Θ at each load bus in the electricity network and voltage angles Θ for the
generator buses so that the power demands are satisfied.

Alternating Current Power Flow. In an AC network power consists of two terms:
the real power P (measured in MW) and reactive power Q (measured in MVar), i.e.,
S = P + jQ. The data for analysis is given in a steady state as described in Section 4.1.
This is sufficient since consumers behavior is predictable. A bus is described by four
parameters: voltage magnitude V , voltage angle Θ, real power injection P = Pg − Pd and
reactive power injection Q = Qg −Qd (see Section 4.1 for more details).

When simulating an electricity network, then it is necessary to include both Kirchhoff’s
laws. For the nodal analysis, it is sufficient that the KCL holds by satisfying

Y × V − Ig + Id = 0. (4.12)
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As the electricity networks are based on power S, including real and reactive terms, it
is reformulated to the power base. Power is defined by S = V × I and therefore we can
reformulate the Equation 4.12 by

V (Y × V − Ig + Id) = 0
⇔ V (Y × V )− Sg + Sd = 0

(4.13)

In total, the electricity network has n buses and Equation 4.13 is represented by n − 1
equations. These equations include a complex term Y × V . For simplification, these
equations are reformulated to real term equations, which results in 2 · (n − 1) real term
equations, consisting of n− 1 real power equations and n− 1 reactive power equations:

Pk = Vk
∑

m=Γ(k)

(Vm (gkmcos (Θk −Θm) + bkmsin (Θk −Θm)))

︸ ︷︷ ︸

− Pgk

︸︷︷︸

+ Pdk

︸︷︷︸
transmission lines transformer, reactors, capacitors, ··· production demand

Qk =

︷ ︸︸ ︷
Vk

∑

m=Γ(k)

(Vm (gkmsin (Θk −Θm) + bkmcos (Θk −Θm)))−
︷︸︸︷
Qgk +

︷︸︸︷
Qdk

(4.14)
Equations 4.14 are for all buses m incident to bus k, where index k denotes the observed
bus, for k = 1, . . . , n. The components gkm and bkm are part of the admittance, which is
described in Section 4.1 at Point 17. Equations 4.14 are non-linear equations, since they
include sin(x) and cos(x). In Section 3.2, we described methods to solve linear equations,
but not non-linear ones. In this case, an iterative numerical method is necessary. One of
the most popular methods is the Newton-Raphson method. The approach starts with an
estimation of the unknown variable x0 with voltage V0 and voltage angle Θ0 (also known
as initial guess) and then f(x) is written as Taylor series:

f(x) = f(x0) +

(
∂f
∂x

∣∣∣
x=x0

)
(x− x0) + 1

2

(
∂2f
∂x2

∣∣∣
x=x0

)
(x− x0) + · · · (4.15)

For the Newton-Raphson method the Taylor series can be cut after the second term, since
the remaining part is negligible. This results in a linearized equation system. For the
power flow equation it holds that the sum is equal to zero. Therefore, f(x) = 0 and

xi ≈ x0 −
(
∂f
∂x

∣∣∣
x=x0

)−1

f(x0). (4.16)

The Newton-Raphson method is an iterative method, where in each iteration the error ∆x
decreases and the convergence depends on the initial guess x0, but converges fast. As we
talk about AC power equation, the non-linearity leads to possibly multiple results, where
the initial guess also determines to which solution the method converges.

Revert to the nodal analysis the Equation 4.15 forms a matrix, where f represents the real
and reactive power in Equation 4.14, and x the voltage magnitude V and voltage angles
Θ. The Jacobian matrix is

J(Θ, V ) =




∂P1
∂Θ1

∂P1
∂V1

∂P1
∂Θ2

∂P1
∂V2

. . . ∂P1
∂Θn−1

∂P1
∂Vn−1

∂Q1

∂Θ1

∂Q1

∂V1
∂Q1

∂Θ2

∂Q1

∂V2
. . . ∂Q1

∂Θn−1

∂Q1

∂Vn−1
∂P2
∂Θ1

∂P2
∂V1

∂P2
∂Θn−1

∂P2
∂Vn−1

∂Q2

∂Θ1

∂Q2

∂V1
∂Q2

∂Θn−1

∂Q2

∂Vn−1

...
. . .

...
∂Pn−1

∂Θ1

∂Pn−1

∂V1

∂Pn−1

∂Θn−1

∂Pn−1

∂Vn−1
∂Qn−1

∂Θ1

∂Qn−1

∂V1
. . . ∂Qn−1

∂Θn−1

∂Qn−1

∂Vn−1




(4.17)
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The linearized equation system is solved for the next iterations by using the next estimation
for voltage magnitude V and voltage angle Θ. This iteration ends if the error ∆x lies in
the tolerance ε. Typical initial guesses are V0 = 1 for voltage magnitude and Θ = 0 for
voltage angles or there may exists past results. This provides just a short overview of the
power flow problem. Further information are available at [81, 41].

4.4. Direct Current Approximation

Often it is sufficient to assume that the considered network is a DC network. This sim-
plification provides a linear model and considers only the real part pf = R(sf ) of the
AC power network. As the DC electricity network is linear, the methods mentioned in
Section 3.2 can be applied to calculate the voltage magnitudes V and voltage angles Θ.
Examples for using a DC approximation instead of an exact AC model are shown in [60].

To approximate an AC network with a DC one four simplification are applied from [81,
85, 84, 86, 87].

1. As the real part of the power S is used, while the reactive power Q is neglected.

2. The branches in a DC electricity network are assumed to be lossless lines. From
Section 4.1 follows, that the series resistance rs and charging capacitance bc are
negligible. Thus, the series admittance ys for rs ≈ 0 and bc ≈ 0 can be written as

ys = 1
zs

= 1
rs+jxs

≈ 1
jxs
. (4.18)

As the branches are assumed to be lossless, the power injection at both ends of the
branch is the same, but negative, since the power flows into the other direction, that
is,

pf = −pt. (4.19)

3. The bus voltage magnitudes are close to one per unit, such that

vi ≈ ejΘi . (4.20)

4. Voltage angle difference ∆Θ is very small over all branches, i.e., it can be assumed
that:

sin(Θf −Θt −Θshift) = Θf −Θt −Θshift (4.21)

By using these assumptions, Zimmerman et al.[85] show that the relationship between real
power flow and voltage angles for a branch i is given by

(pi) = Bi(Θi) + (Pshifti), (4.22)

where (pi) is a vector with entries for each bus, Bi is the adjacency matrix multiplied with
bi = 1/(xsiτi), and (Pshifti) is a vector with entries for each bus, where Pshifti = bi ·Θshift.
The B matrix can be seen analogously to the admittance matrix of the AC electricity
network. Thus, the DC power balancing equation of the nodal analysis is given by

gp(Θ, Pg) = B ·Θ + Pshift + Pd +Gsh − Pg = 0. (4.23)

Function gp in Equation 4.23 is also called mismatch.
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5. Flow-Based Approaches

This chapter addresses the topic graph theoretical flows in electricity networks. The goal
is it to show that it is possible to apply graph theoretical flows on electricity networks
thereby obtain good physical flows. Applying flows on electricity networks implies slight
changes to the network. Each vertex has to include electric control systems, for exam-
ple flexible alternating current transmission systems (FACTS). After having explained the
transformation of an electricity network, these transformed networks are used by our mod-
els. We start with a standard flow model and improve this model with regards to existing
problems, such that we get two balancing heuristics, where the first balances the flow uni-
formly and the second one prioritize bottleneck edges. The standard flow and its variants
have too high generator production costs. Therefore, we optimize the flow with regards to
generator productions, but balancing has to be achieved, too. That is, the model includes
the minimization of the line losses, to become balanced. Within the case studies, we apply
these flows directly on the network and get a solution for a network with FACTS at each
node. But to use these models in a realistic context, which means that there are only a
few FACTS in the electricity network, the generator production of these models is inserted
in a power flow (PF) calculation. This approach uses the standard method to calculate
electrical flows and shows the behavior of an electrical flow by using different generator
productions of different models.

The fundamentals for flow algorithms and linear programming were introduced in Chap-
ter 3. In addition, all models are implemented in MATLAB R2013a by using Gurobi
5.5.0.

5.1. Transformation to an s-t-Graph

To apply flow models on electricity networks or other networks it is necessary to transform
these networks to s-t-networks with one source and one sink to generate flows. Therefore,
we interpret the electricity networks with regard to graph theoretical terms and define the
sources and sinks of these network structures to connect these sources (resp., sinks) to
one supersource s (resp., supersink t). This transformation also simplifies the work in the
graph theoretical area and provides clear mathematical descriptions.

Given an electrical network NE = (B,G,L, T , C,D, cE , γE , `E , BE , PshiftE , . . . ) as shown in
Figure 4.2 with a set of buses B and a multiset of transmission lines D, each connecting
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Chapter 5. Flow-Based Approaches

Table 5.1.: Merging parallel transmission lines results in an adaption of the electrical
parameters. An edge ej ∈ Ej , where Ej is a set of duplicates with Ej ⊆ E′

and E′ is a multiset. The quantity of duplicates is denoted with kj := |Ej |.
All edges ej incident to u and v with kj > 1, are merged to one single edge
ej : (u, v) ∈ E, where E is a single set, for each j = 1, . . . , kj . By replacing
� with the parameter identifier, the total parameter is calculated for these
transmission lines, e.g., for resistance: � is replaced by R.

� =
k∑
i=1
�i � = 1/

k∑
i=1

1
�i � = �1 = �2 = · · · = �k

Real Power P 7

Reactive Power Q 7

Capacity c 7

Current I 7

Admittance Y 7

Resistance R 7

Inductivity L 7

Impedance Z 7

Voltage U 7

two buses. A bus can be a transformer t ∈ T , or can be connected with a generator
g ∈ G, a consumer l ∈ L, a transformer t ∈ T , a condenser k ∈ C and other electrical
components, where B = G ∪ L ∪ T ∪ C. These components were described in more detail
in Chapter 4. Furthermore, network NE provides functions like cE , γE , `E , BE , PshiftE

and others, where

• cE : D → R is the capacity on the transmission lines;

• γE : G → R≥0 is the generation cost (or production cost) of a generator g ∈ G;

• `E : D → R≥0 describes the losses of all transmission lines in D dependent on
resistance R of each line;

• BE : D → R≥0 is dependent on reactance X and tap ratio τ and is defined in interval
(0, 1];

• PshiftE : D → R≥0 describes the transformer shift angles, where phase angles reg-
ulating how the transformer distributes the power over multiple lines between two
buses by changing the transformer shift angles;

• electrical networks provide much more data and include much more devices as sug-
gested in Chapter 4, which are not of interest for this thesis.

To transform NE = (B,G,L, T , C,D, cE , γE , `E , Bb, Pshift, . . . ) to a capacitive s-t-network
Nst = (G = (V,E), c, γ, `, Bb, Pshift) we define that each bus b ∈ B is represented by a vertex
u ∈ V , where |V | = n (shown in Figure 5.1a). Transmission lines between two buses u
and v corresponds to edges (u, v) ∈ E′, where E′ is a multiset. The multigraph G′ is then
transformed to a simple graph G (in Nst), which is shown in Figure 5.1b. By merging
parallel lines, the following parameters must be adapted: real power P , reactive power Q,
resistance R, reactance X, capacity c, voltage U , current I, inductivity L, impedance Z,
admittance Y and all related parameters, which is shown in Table 5.1.

Buses connected to generators in G, which are responsible for real and reactive power, and
condensers in C, which are responsible for reactive power, are connected to an additional
vertex s (see Figure 5.1c), which is called source. Buses connected to consumers in L (also
known as buses with load) are connected to an additional vertex t ∈ V , called sink also
shown in Figure 5.1d. Transformers in T and other components need no special modeling,
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(a) The highlighted areas on the left side are buses b ∈ B in NE . These buses
are represented by vertices v ∈ V in Nst shown on the right side.
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(b) A Network NE can have multiple transmission lines per bus pair (high-
lighted red). These transmission lines are represented by edges (u, v) ∈k
E′ and the resulting multigraph G′ is modified to a simple graph G in
Nst, such, that there is only one edge per vertex pair.
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(c) Buses b ∈ B which are connected with a real and/or a reactive power
generator (highlighted green) are connected with a vertex s, known as
source.
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(d) Loads in NE are represented by an arrow (highlighted yellow) and buses
b ∈ B connected with a load are expressed with an edge to a vertex t,
known as sink.

Figure 5.1.: Transformation of an electricity network NE (left side) to a s-t-network
Nst (right side) using a 14 bus system [6] as example.
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(a) Flow fstd of the standard flow
model in the electrical network
N .

(b) Flow fopf of the
optimal power flow
model in the elec-
trical network N .

Figure 5.2.: The electricity network N is the 14-bus network from the Washington
University [6]. The helper vertices s (source) and t (sink) are highlighted
in yellow.

as they are parameters in the data set, which are used in functions. Function c, γ, `, B
and Pshift are defined for Nst the following way:

• c : E → R≥0 is the edge capacity;

• γ : E → R≥0 is the generation cost where γ(u, v) = 0 if s /∈ {u, v};
• ` : E → R≥0 describes the losses, which are defined to be zero for all edges adjacent

to s and t;

• B : E → R≥0 is the inverse reactance defined in interval (0, 1] and

• Pshift : E → R≥0 describes the transformer shift angles and is mostly zero.

The source vertex s has the total amount of power production of all generators in G and
condensers in C. The edge capacity for edges (s, u) ∈ E for all u ∈ V corresponds to the
maximum production for the generator g ∈ G and condensers k ∈ C at u. The sink vertex
t owns the total amount of load of all consumers l ∈ L. Edge capacities for (v, t) ∈ E for
all v ∈ V are equivalent to the load at vertex v.

5.2. Standard Flow Model

Electrical flows, which we call power flows, are physically predetermined. Since the elec-
trical flow uses laws of physics, there is just a little control in current electricity networks
provided by a few flexible alternating current transmission system (FACTS). Modeling a
standard flow on an electricity network expects at each vertex, that there exists a full
control over the power flow. Therefore, we assume FACTS at all vertices, which provides
us the necessary control, and the transformation of the electricity network described in
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5.2. Standard Flow Model

the previous section is used to apply flows. Our intention is to see problems or a behavior
while applying this standard flow model to electricity networks, which gives us an idea of
possible improvements. Within the case study, we use the flow directly produced by the
standard flow on an electricity network to understand the flow behavior and in addition
to that, we use the generator productions of the standard flow model in the PF method
to achieve realistic flows on electricity networks. This section describes the mathematical
model of a standard flow and the corresponding experiments.

We realize a minimum cost flow, where we apply the same cost to each edge. The flow has
to satisfy the flow conservation for each vertex, which means that the outgoing flow at a
vertex is the same as the incoming flow. This can be related to the Kirchhoff’s current
law (KCL) described in Section 4.2. Furthermore, the flow on each edge is limited with
regards to the capacity function in an electricity network, which is related to the thermal
limit of a transmission line. The objective function represents the flow costs, which we
minimize.

Mathematical model description. An electricity network N = (G = (V,A), c, s, t) is a
capacitive graph G with vertex set V and arc set A. In addition, this network includes a
source s and a sink t, and a function c : A→ R, which describes the arc capacities. Since
we use a direct representation of an undirected graph (see Section 3.1), c(u, v) = c(v, u)
for all (u, v) ∈ A.

Let N be an electricity network and let f : A → R be a function. Function f is called a
feasible flow on N , if it satisfies the flow conservation

∑
v∈V

f(u, v) = 0 ∀ u ∈ V \ {s, t}
∑

u:(s,u)∈A
f(s, u) =

∑
v:(v,t)∈A

f(v, t) =
∑

v:(v,t)∈A
c(v, t) ∀ {u, v} ∈ V \ {s, t} (5.1)

and in addition, the capacity constraints

f(u, v) ≤ c(u, v) ∀ (u, v) ∈ A. (5.2)

The network cost for network N and function f is the following:

z(N, f) =
∑

(u,v)∈A
f(u, v) (5.3)

The flow f(u, v) is understood as a variant and the Equations 5.1 and 5.2 denote the linear
constraints. By minimizing the objective function in Equation 5.3 subject to these linear
constraints, a linear program is formed, which we denote as standard flow LP. It minimizes
the costs of a flow.

Case Study. In the case studies we use two approaches to compare the models. The first
on is to assume FACTS at each vertex in the electricity network. This approach allows us
to apply the model on the electricity network and the flow can be directly compared with
the one of the OPF. Since the resulting flow is—in most cases—totally different to the one
of the OPF, as it does not model any physical laws, and it is not easy to declare if the flow
is good or not, we provide a second approach to compare the models. In this approach,
we insert the generator production of the model (here the standard model) and insert it in
the PF method. This shows us the electrical flow of the calculated generator production
and the model results can be used in a realistic electricity network without FACTS (or
just a few FACTS).

Applying a standard flow model on an electrical network N generates a flow fstd on N ,
which is shown for the bus network 14 from the Washington University [6] in Figure 5.2a.
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Figure 5.3.: Plots for the 14 bus electrical network N from the Washington Univer-
sity [6] using the standard flow model.

The networkN in Figure 5.2a represents a directed representation of an undirected network
(see Section 3.1). For the optimal power flow fopf in Figure 5.2b the network N is an
undirected graph.

To compare the flow fstd in N of the standard flow model and the OPF fopf in N , we take
a closer look at the edge flow deviation in Figure 5.3a. Figure 5.3a shows, that the biggest
deviations are located in the first ten edges, where the edges are in the original data set
order. More specific, the main difference is in the power generation on edges (s, u) ∈ E for
all u ∈ V \{s, t}, e.g., the edge e1 = (s,Bus1) has a deviation of 217.82 MW. Of course, as
there exist five generators, the missing power production is distributed to the other four
generators. The reason for this behavior is that we do not take into account any generator
parameters, apart from the capacities.

Another conspicuity is that some edges are included in the flow fstd of the standard flow
model, but not in the OPF flow fopf and vice versa. Furthermore, a possible problem can
be high loaded edges close to the capacity, also known as bottleneck edges.

Summarizing, this simple model gives us information about possible problems:

• Arcs may overloaded in a network with worse generator distribution,

• No balancing of generation and flow, and

• Production costs are disregarded.

The last point becomes clear, if we compare the production costs of the OPF with 7642
USD, and the standard flow model with 10386 USD. Thus, the production costs has to be
included in the model to get an economical suggestive result.

In addition, if we use the generator production of the standard flow model in the power
flow model (see Figure 5.3b), the electrical flow calculated by the power flow model results
in a totally different flow. In Figure 5.3b, the peaks at edge e11, which corresponds
to edge (s,Bus2), and edge e33 corresponding to edge (s,Bus3) show that the main flow
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differences are at the generators, but it also shows that in a network with a good generator
distribution the maximum flow on an edge is low, because the production is located close
to the consumption.

5.3. Balanced Flow Model

The experimental evaluation of the standard flow model from Section 5.2 shows that there
are some problems. One of them is an unbalanced flow, where the edge flows are close to
the capacity, which may produce bottlenecks and leads to faster attrition. Capacities of
transmission lines are thermal limits, and therefore a convergence to this limit stress these
lines. For that, the flow has to be balanced to relieve these edges and to provide a more
robust flow. The idea is to balance all edges uniformly by minimizing the difference to half
of their capacity. We show how to model a flow on an edge pair (u, v) and (v, u), while
using just one edge of them. In addition, we combine the balancing ideas with the previous
model, which includes the conservation of flow on each vertex, the capacity constraints on
each edge and the cost minimization. This section introduces the mathematical model
for a uniform balancing and provides examples to see further problems and improvement
capabilities. As for the previous model, two evaluation variants are used to interpret this
model with regards to electricity networks. The first variant applies the flow directly to the
network and the second one uses the calculated generator productions in the PF method.

Mathematical model description. The electrical network N = (G = (V,A), c, s, t) is
the same network as defined in the previous section. In addition, f is a flow in N if it
satisfies the flow conservation and capacity constraints from Equations 5.1 and 5.2.

Let N be an electrical network, let y(u, v) ∈ {0, 1} with y(u, v) = y(v, u) for all (u, v) ∈ A.
A feasible function f in N is given by

f(u, v)− y(u, v) · c(u, v) ≤ 0,
f(v, u) + y(v, u) · c(v, u) ≤ c(v, u).

(5.4)

Equation 5.4 conveys, that the flow is restricted to one of the edges per vertex pair (u, v)
and (v, u).

Let N be an electricity network. We would like the flow on each edge (u, v) ∈ E to be as
close to 50% of the maximum load as possible, that is

f(u, v) + f(v, u)≈ c(u,v)
2 . (5.5)

By subtracting c(u, v)/2 from this approximation we ideally obtain a term close to zero,
that is

f(u, v) + f(v, u)− c(u,v)
2 ≈ 0. (5.6)

We introduce a term ∆(u, v), such that

−∆(u, v) ≤ f(u, v) + f(v, u)− c(u,v)
2 ≤ ∆(u, v), (5.7)

in order to measure the deviation of actual load (f(u, v) + f(v, u)) and desired load
(c(u, v)/2). This ∆(u, v) is ideally zero and therefore, the goal is to minimize ∆(u, v).

This model has the goal to provide a balanced feasible flow on an electrical network by
minimizing the distance to half of the capacity. The flow cost is the following

z(N, f) =
∑

(u,v)∈A
f(u, v) +

∑
(u,v)∈A

∆(u, v) (5.8)
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(a) Flow fbal of the balanced flow
model in the electrical network
N .

(b) Flow fopf of the optimal power
flow in the electrical network
N .

Figure 5.4.: The electrical network N is the 14-bus network from the Washington
University [6]. The helper vertices s (source) and t (sink) are highlighted
in yellow.

From Equations 5.2, 5.4, 5.7 and by minimize Equation 5.8, we get a MILP, which we call
balanced MILP shown in Equation 5.9.

minimize z(N, f) =
∑

(u,v)∈A
f(u, v) +

∑
(u,v)∈A

∆(u, v)

s.t.
∑
v∈V

f(u, v) = 0
∑

u:(s,u)∈A
f(s, u) =

∑
v:(v,t)∈A

c(v, t)

∑
u:(s,u)∈A

f(s, u) − ∑
v:(v,t)∈A

f(v, t) = 0

f(u, v) ≤ c(u, v)
f(u, v) − y · c(u, v) ≤ 0
f(u, v) + y · c(u, v) ≤ c(u, v)

f(u, v) + f(v, u) − ∆(u, v) ≤ c(u,v)
2

f(u, v) + f(v, u) + ∆(u, v) ≥ c(u,v)
2

y ∈ {0, 1}, ∆(u, v) ∈ R
f(u, v) ∈ R≥0 ∀(u, v) ∈ A.

(5.9)

Case studies. The goal of the balanced flow model is a power equipartitioning over all
edges by minimizing the difference to half of the capacity of each edge (see Equation 5.7).
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Figure 5.5.: Plots for the 14-bus electrical network N from the Washington Univer-
sity [6] concerning the balanced flow model and all previous models.

Furthermore, the flow can only use one direction per vertex pair, which Equation 5.4
describes. Figure 5.4 shows the flow fbal of the balanced flow model (see Figure 5.4a) and
fopf of the optimal power flow side by side. Cyclic flows can build possible solutions of the
balanced flow model, which can be gathered from Figure 5.4a. There, buses 6− 11− 10−
9− 14− 13 form a cycle with a redundant flow of 423.00 MW, which is not realistic.

In Figure 5.5a, the edge deviation is presented. As for the standard flow model the
biggest deviation can be found within the first ten edges. The reason is that the generator
production for bus 1 is zero MW and therefore the deviation at e1 = (s,Bus1) is 220.97
MW since the OPF model has a production of 220.97 MW at bus 1. Thus, the missing
generator production at bus 1 is distributed over the other generators. From Figure 5.5a we
can gather that there are much more edges which differ from the OPF model by using the
balanced flow model. The reason is that the balanced flow model attempts to distribute
the flow over all edges. In Figure 5.5b we can see the resulting flow of the power flow
model by using the generator production of the balanced flow model. It exhibits nearly
the same behavior as the standard flow model as the generator production slightly differs.

Overall, the balanced flow model probably provides a more balanced flow inN , but consider
in particular all edges. A problem is that there still exist distortions, which can become
problematic regarding load peaks in a real network.

As for the standard flow model the production costs are not modeled. Therefore, the
balanced flow model has a production cost of 10394 USD, which in comparison with the
standard flow model with 10386 USD is worse. But this always depends on the network N
and the distribution of the generators. In comparison, the OPF model has costs of 7642
USD.

5.4. Bottleneck Flow Model

Another approach to balance the flow on an electricity network is provided in this section.
Again, balancing is done, since the standard flow model produces flows, which are close
to the maximum capacity and this leads to faster attrition. In the previous section, the
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balanced flow provides edges, which are still high charged. In practice and in this the-
sis, these edges are denoted by bottleneck edges. Bottleneck edges lead to problems in
networks, for example line outage, system instabilities and others. In meshed networks
like in Germany, there exist fewer bottleneck edges then in non-meshed networks. Due
to renewable energies the number of bottleneck edges increases, e.g., ENTSOE indicates
that 80% of 100 identified bottlenecks are related to renewable energy resources (RES) [2].
Furthermore, the distance between consumer location and generation location changes,
e.g., in France electrical heating is often used, and during winter the generation in France
is not sufficient [4]. In this time they also use energy generated in Germany, Poland and
Czech Republic. Thus, Germany, especially Baden-Wuerttemberg, serves as energy trans-
fer network [83]. The network of Baden-Wuerttemberg is not designed for such a big load
and the number of bottlenecks increases in transfer situations. Even though Germany uses
the k − 1 rule [83] bottlenecks constitute a system vulnerability. Thus, this section pri-
oritize bottleneck edges higher than other edges to archive a lower bottleneck flow within
the electricity network. At the beginning, we describe the model and subsequently the
experiments are explained to understand possible problems.

The bottleneck flow intends to balance the flow by taking bottleneck edges more into ac-
count. The objective function minimizes the maximum edge flow and reduces the flow
equally over all edges in the electricity network. This is done iteratively. In each iteration
we fix the flow on bottleneck edges with a flow equal to the minimum possible bottleneck
flow and reduce the upper bound of all non-fixed edges to that flow. This prevents varia-
tions in the maximum flow, since the reduced flow at one bottleneck edge is not shifted to
another one as the maximum edge flow correlates with the reduced flow on this bottleneck
edge. The flow conservation holds for each vertex and in addition, the edges are limited to
a capacity function c. This approach reduces the maximum bottleneck flow and therefore,
relieves the edges.

Mathematical model description. We use the same electricity network N = (G =
(V,A), c, s, t) as already mentioned in all previous sections. As before, a feasible flow
f is defined by the flow conservation from Equation 5.1 and capacity constraints from
Equation 5.2.

Let N be an electricity network with a feasible flow f . A bottleneck edge e is defined
by f(e) ≥ f(e′) for all e = (u, v) ∈ A. Thus, a balanced flow minimizes the flow on the
bottleneck edges to a ∆ while reducing the flow equally on all edges. The ∆ denotes the
smallest possible bottleneck flow (maximum edge flow) in the electricity network and also
represents the maximum flow for all observed edges. The flow cost for this network is
defined by

z(N, f, (u, v)) = ∆ (5.10)

Now, we iteratively minimize Equation 5.10. In each iteration we get a ∆, which is the
minimum of the maximum flow for the current iteration. Furthermore, in each iteration
we fix the flow of an arc (u, v), where f(u, v) = ∆, and update the upper bound for all
arcs to ∆. This is done for all edges, while prioritizing bottleneck edges, or until ∆ is
equal to zero. By minimizing the objective function in Equation 5.10, and applying the
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5.4. Bottleneck Flow Model

(a) Flow fbn of the bottleneck flow
model in the electrical network
N .

(b) Flow fstd of the optimal power
flow in the electrical network
N .

Figure 5.6.: The electrical network N is the 14 bus network from the Washington
University [6]. The helper vertices s (source) and t (sink) are highlighted
in yellow.

constraints from Equations 5.1 and 5.2, we get a LP for one iteration, which we denote as
bottleneck LP. One iteration is shown in Equation 5.11.

minimize z(N, f) =∆

s.t. ∆ −f(u, v) ≥ 0∑
v∈V

f(u, v) = 0
∑

u:(s,u)∈A
f(s, u) =

∑
v:(v,t)∈A

c(v, t)

∑
u:(s,u)∈A

f(s, u)− ∑
v:(v,t)∈A

f(v, t) = 0

f(u, v) ≤ c(u, v)
f(u, v) ≥ 0 ∀(u, v) ∈ A.

(5.11)

Algorithm 5.1 shows such a method to solve the bottleneck flow. We iteratively minimize
Equation 5.10.

Case Study. The bottleneck flow fbn is shown in Figure 5.6a and builds another approach
to balance a flow on an electrical network N . Instead of minimizing the difference to half
of the capacity, this model try to minimize the flow on bottleneck edges. Minimizing the
maximum flow on an edge is a iterative LP, which is shown in Algorithm 5.1.
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Algorithm 5.1: Solving the MOLP Bottleneck Flow

Data: Vertex set V and edge set E
Result: Flow f

1 A(Et): Solves the bottleneck LP, where ∆ is constraint by a set of non-fixed edges
Et and the flow conservation is applied to all fixed and non-fixed edges
(u, v) ∈ E

2 Et: Set of bottleneck edges
3 Et := E
4 while is not empty Et && ∆ != 0 do
5 (∆, f) = A(Et)
6 (u, v) = find(f(u, v) == ∆)
7 Et = Et \ (u, v)

8 end
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Figure 5.7.: Plots for the 14-bus electrical network concerning the balanced flow model
and including also the previous standard flow model.

The main deviations are located in the first ten edges, as for the previous models from
Sections 5.2 and 5.3. But there exists a distortion at edge e35 = (Bus 8,Bus 7) (see
Figure 5.7a). Concerning the generators it strikes that the generator at bus 6 is shut
down, which is not the case for the balanced flow. This is caused by the order in which
Algorithm 5.1 choose the edges.

Comparing both, balancing flow model and bottleneck model, shows that the maximum
flow in the electrical network N is minimized by spreading the flow in N , even if both
approaches lead to different flows.

For reasons of completeness, the bottleneck flow has production costs of 10121 USD,
which is at a reduced rate compared to the previous models. But the production costs
depends mostly on the structure of the electricity network and generator distribution in
the electricity network, since we do not minimize the generation costs. This model has the
focus on the balancing topic.
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5.5. Minimum Cost Flow Model

In all previous models we just took care about the flow in an electricity network. We focus
on balancing a flow to prevent edges close to the thermal limit. Another important factor
are power production costs, which affect the consumer price. This section focuses on a
global optimal solution of the total production costs to improve the network efficiency.

Generation costs are strongly dependent on the generation kind, e.g., renewable energy
like wind farms and photovoltaic plants (PV), nuclear power plants or fossil power plants.
Furthermore, within these different kinds are efficiency differences dependent on the age
and other factors [41]. The IEEE data provided by the Washington University [6] does
not cover information about generation costs. But by using the method described in
Section 4.1, these data are synthetically produced. Thus, we can assume that there is a
polynomial cost function for each generator.

In this section, we approximate these polynomial functions to stay linear and show the
generator cost functions of the 14 bus system. In addition, the mathematical model is
described and some case studies to show missing properties of such a flow.

The idea of this model is to reduce the generator production costs to get an optimal
solution. Each generator provides a convex cost function, which we piecewise linear ap-
proximate. In addition, the standard flow conservation and the capacity limits are used as
already mentioned in the previous sections. The objective function minimizes the generator
costs and always selects the right linear function for each interval.

Mathematical model description An electrical network N = (G = (V,E), c, γ, s, t) in
this model includes an additional function γ : E → R≥0 to the previous models, which
describes the generator costs, where γ(u, v) = 0 for u, v 6= s. Furthermore, this model
works on an undirected graph with edge set E.

Let N be an electrical network and let f : V × V → R be an antisymmetric function, i.e.,
f(u, v) = −f(v, u) for all (u, v) ∈ E. Thus, f is a feasible flow if the flow conservation of
Equation 5.1 and capacity constraints from Equation 5.2 are fulfilled.

hi(f(u, v)) ≥ mi · f(u, v) + ni

hi

f(u, v)

γ(f(u, v))

(a) Linear approximation of a
function γ(f(u, v)) is a set H of
linear functions, where hi ∈ H.
The topmost section is used by
applying hi ≥ mi · f(u, v) +ni.
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Algorithm 5.2: Piecewise Linear Approximation

Data: Polynomial γ
Result: Set of linear functions H

1 load =
∑

u:(u,t)∈E c(u, t);

2 I = [0, load]; j = 0;
3 for i = 0:load do

4 m = dγ(x)
dx

∣∣∣
x=i

;

5 b = γ(i)−m · i;
6 scopei = (abs(I. ·m+ b− γ) ≤ ε);
7 if |scopei| > |scopei−1| then
8 Hj = m · x+ n; continue;
9 end

10 Hj++ = m · x+ n;

11 end

The goal is it to minimize the generation costs over all generators, where ng is the number
of generators u ∈ V , and therefore the flow costs for N and function f are defined by

z(N, f) =
∑

v:(s,v)∈E
γ(s, v), (5.12)

where γ(s, v) is the polynomial cost function for generator v.

Piecewise linear approximation. Any continuous function with one variable can be
approximated by piecewise linear functions. Therefore, the problem remains linear, since
the generator functions are monotone in our case. The maximum approximation error is
controlled by a parameter ε with

|γ(x)− h(x)| ≤ ε, (5.13)

where γ(x) (resp., h(x)) is the function value of the original function (resp., linear approx-
imated function). The parameter ε also determine the number of linear functions for a
given function γ(x). The set of linear approximations is denoted by H.

Let γ be a continuous function and ε be the maximum deviation. Algorithm 5.2 returns
a set of linear functions H obtained from γ. The interval for the function γ is set to
I = [0, load]. To maximize the interval for each function hi ∈ H, Algorithm 5.2 calculates
the tangential slope and compares with the previous one by using Equation 5.13. A new
scope starts if Equation 5.13 is not fulfilled. By applying Algorithm 5.2 to the generator
cost function γ, we get a piecewise linear approximation h(x) of γ(x). In Figure 5.8b
the linear approximations of the generator costs of the 14 bus network [6] calculated by
Algorithm 5.2 is shown.

The goal in this section is to minimize the generation costs for the electrical network N
and applying the constraints from Equations 5.1 and 5.2, we get a minimum cost LP
(shown in Equation 5.14), whose optimal solution is denoted by OPT(N) = minf z(N, f).
Furthermore, Figure 5.8a shows how the right linear function is applied for a flow f(u, v).
This method is used in Equation 5.14, where it show up as the first constraint, where m
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Figure 5.9.: Total power generation cost of all previous models.

is the vector denoting the slope and n the vector denoting the points of intersection with
the y-axes for all linear approximations in h(s, v).

minimize z(N, f) =
∑

v:(s,v)∈E
h(s, v)

s.t. h(s, v) − m ·f(u, v) ≥ n∑
v∈V

f(u, v) = 0
∑

u:(s,u)∈E
f(s, u) =

∑
v:(v,t)∈E

c(v, t)

∑
u:(s,u)∈E

f(s, u)− ∑
v:(v,t)∈E

f(v, t) = 0

f(u, v) ≤ c(u, v)
hi ∈ R≥0, f(u, v) ∈ R ∀(u, v) ∈ E.

(5.14)

Case Studies. The goal of this model was to minimize the generator costs of a network
N to achieve an economical result. In all previous models, the generation costs were much
higher than for the OPF model. This model provides a solution close to the OPF model,
which is shown in Figure 5.9. The reason for the slightly variation is that the linear
approximation is not as good as the original generator cost function. But, the problem is
still linear.

This model just uses the standard flow model constraints from Section 5.2 to calculate a
feasible flow. But it is also possible to combine this model with the balanced or bottleneck
flow model from Section 5.3 and 5.4, respectively. Therefore, we see this model as a
component, which has to be included in the modeling.

5.6. Combination of Cost Minimization and Balancing

In Sections 5.3 and 5.4, two balancing heuristics were presented. Recall that the reason for
this balancing are flows close to the thermal limits of a transmission line. Balancing the
flow on transmission lines results in a small flow on highly loaded lines and balancing the
generator outputs results in a more spreaded flow in the electrical network. Both together
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unload bottleneck edges as they spread the generated flow into different subnetworks and
lead to a more local flow. Therefore, we use the loss functions of each transmission line
to balance the flow and provide a more local spread. In addition, the goal is to minimize
the generator production costs. However, balancing the flow can negatively influence the
production costs. For a network operator the following is important [56, 11]:

1. Demand and supply meet each other,

2. Satisfy transmission line constraints,

3. Balancing the network and

4. Minimize the generation costs.

Combining such a balancing approach with the minimum cost flow shown in Section 5.5
results in a new model, which is described in this section. We will show a method to
combine two problems with a different nature. And, as in the previous sections, we define
the mathematical model first and then, we provide a case study for this model.

The idea of this model is to minimize the generator production costs, while balancing the
flow in the network. The objective function is weighted with regards to these two goals.
To balance the flow in the network we minimize the losses in the network, which reduces
the distance between generation and load, since it minimizes the flow costs for each edge.
In combination with the minimization of the generation costs, we get a more spread and
balanced flow. The flow on bottleneck edge is reduced, since these edges are often placed
between two meshed networks. In addition, this model uses the flow conservation and
capacity constraints of the previous models and the line loss function is a piecewise linear
approximation, which we get by applying the Algorithm 5.2 on this function.

Mathematical model description. In addition to the previous model, an electrical
network N = (G = (V,E), c, γ, `, B, Pshift, s, t) includes—in this model—the loss function
`, reverse reactance B and transformer shift angles Pshift. Furthermore, f : V × V → R is
an antisymmetric function and f is call a feasible flow on G if the flow conservation from
Equation 5.1 and capacity constraints from Equation 5.2 hold.

The goal of this section is to minimize generation costs and losses to receive a minimal
balanced cost flow. The network costs for network N are defined by

zλ(N, f) =
∑

(u,v)∈E
λ · γ(f(u, v)) + (1− λ)`(f(u, v)), (5.15)

where λ ∈ [0, 1] denotes the weighting factor.

Combining the objective function of Equation 5.15 with the constraints in Equations 5.1
and 5.2 results in a new model, which we denote as minimum balanced cost model.

Case Study. The model has two competing subproblems. Therefore, the weighted sum
method [46] is used in this case. This method is called MOLP shown in Section 3.2. Like in
Section 5.5 the piecewise linear approximation is used for both functions, generator costs γ
and line losses `, to stay linear. To combine the two functions, the problems are weighted
against each other by using a weight factor λ. For the experiments it is interesting to
get to know how these problems behave by changing the weight λ. The resulting curve
corresponds to a Pareto curve as Figure 5.2a suggests. The curve bounds the sample space
below.

In Figure 5.10 production costs in USD and losses in MW are shown. If loss costs
should be measured in USD/MWh the current energy price can be used, which are in
average 0.12 USD/kWh (corresponding to 120 USD/MWh) for domestic consumers or
0.06 USD/kWh (approximately 60 USD/MWh) for industrial consumers in the united
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states [8]. The prices for the European network are available for domestic consumers at
Eurostat [9] and for industrial consumers at Eurostat [10]. Another possibility is to use
the generation costs for the amount of losses, or stronger use the additional generation
costs for the losses. But all variation show, that losses are not negligible.

We do not provide the used methods in Sections 5.2, 5.3 and 5.4 to compare the models
with OPF, or include the generator productions into the PF and then comparing it with
the OPF, since our focus in this model is to optimize generation costs and line losses.
Thus, we compare this model with regards to this two goals.
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6. Hybrid Model

The models introduced in Chapter 5 assume that there is a FACTS at each node. This
assumption is uneconomical and not practical, because FACTS are currently too expen-
sive [83]. For example, in Germany there is currently only one FACTS (close to Kiel [83])
installed in the transmission network. To create a more realistic model, we define a hybrid
model that combines the model described in Section 5.6 with the electrical model described
in Section 4.3. The hybrid model allows placement of FACTS on a subset of several nodes
of the network. A natural question to ask is how many FACTS nodes are necessary in a
particular network in order to gain full control over the electricity flow. In particular, in
14-bus system, a small number of FACTS are sufficient to influence the power flow such
that it remains optimal.

We start with the mathematical description of the hybrid model. After having shown
mathematical properties, we prove different characteristics of this model to understand its
possibilities and limits. Within this section, the optimal placement of FACTS is one of
the results. At the end of this chapter, we present experiments which also confirm the
properties of this model.

6.1. Mathematical Model

The model fusion of the electrical model in Section 4.4 and the flow model from Section 5.6,
which includes cost minimization and balancing, is described in this section. In reality,
power grids contain a few (expensive) advanced FACTS nodes in combination with existing
standard electrical nodes. Thus, we need a flow model that can optimize the power flow in
such a hybrid power grid. This mathematical model forms the basis for the next section,
where we prove structural properties of this model. We describe the flow conservation
in graph theoretical and electrical senses and the scope of both below. In addition, the
objective of this model is explained and resembles that of Section 5.6.

As in Section 4.1, an electricity network N = (G, c, γ, `, B, Pshift, s, t) is a graph G with
two specified vertices s (source) and t (sink), provided together with functions c, γ, `, B,
and Pshift on the edges of G, where

• c : E → R≥0 is the edge capacity;

• γ : E → R≥0 is the generation cost where γ(u, v) = 0 if s /∈ {u, v};
• ` : E → R≥0 describes the losses, which are defined to be zero for all edges adjacent

to s and t;
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• B : E → R≥0 is the inverse reactance and

• Pshift : E → R≥0 describes the transformer shift angles.

Graph G is called the underlying graph of network N .

Let V = {v1, . . . , vn} be the vertex set of G. A FACTS vector x = (x1, . . . , xn) ∈ {0, 1}n
is defined as follows:

xi =

{
1, if vertex vi has a FACTS,

0, otherwise.
(6.1)

We use Fx = {vi ∈ V : xi = 1} and Ex = {(u, v) ∈ E : u ∈ Fx ∨ v ∈ Fx} to denote
the subset of FACTS vertices and edges incident to a FACTS vertex as indicated by x,
respectively. For two FACTS vectors x and y we write x ≤ y if and only if xi ≤ yi, for all
i ∈ {1, . . . , n}. We use the notation G(x) (resp., N(x)) for the graph G (resp., electrical
network N), where FACTS are placed as indicated by x.

Let N be an electrical network and let f : V × V → R be an antisymmetric function, i.e.,
f(u, v) = −f(v, u) for all {u, v} ∈ E and f(u, v) = f(v, u) = 0 for all {u, v} /∈ E. Recall
that f is called flow on G if the following holds:

∑
v:{u,v}∈E

f(u, v) = 0 ∀ u ∈ V \ {s, t}
∑

u:(s,u)∈E
f(s, u) =

∑
v:(v,t)∈E

f(v, t) =
∑

v:(v,t)∈E
c(v, t)

f(u, v) ≤ c(u, v) ∀ {u, v} ∈ E

(6.2)

We say that f is electrically feasible for the electrical network N(x), where x is a FACT
vector, if there exist phase angles Θ(u) for all u ∈ V \Fx, such that for each (u, v) ∈ E\Ex:

f(u, v) = B(u, v) · (Θ(u)−Θ(v)) + Pshift(u, v). (6.3)

In this section our goal is to minimize both generation costs and edge losses, so we define
the network cost for network N(x) and function f to be the following multi-objective
function parameterized by a weighting factor λ ∈ [0, 1]:

zλ(N(x), f) =
∑

(u,v)∈E
λ · γ(u, v) + (1− λ) · `(u, v) (6.4)

Given a network N(x) for a FACTS vector x, Equation 6.2 and Equation 6.3 together
with the objective function given by Equation 6.4, which we seek to minimize, comprise
a MOLP (which we will refer to as Hybrid-MOLP) with f and Θ being variable vectors.
A feasible solution of such a MOLP is shortly denoted by s = (f,Θ) and the value of an
optimal solution for a fixed parameter λ by OPT(N(x), λ) = minf zλ(N(x), f).

6.2. Mathematical Properties

From Zeitler [83] we know that FACTS are expensive. Thus, it is interesting to know if the
solution improves by increasing the number of FACTS and where the best placement of
FACTS is. By exploiting the structure of an electrical network it may be possible determine
the minimum number of FACTS that are needed for an optimal solution. Therefore, we
prove several properties of electrical networks in the following.

First of all, we want to know if a feasible solution in an electrical network with a FACTS
vector xi also provides a solution in the same electrical network with a FACTS vector xi+1,
where xi+1 ≥ xi. This is crucial, since it would otherwise it become problematic to show
that the quality of the solution improves by increasing number of FACTS.
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Lemma 1. Let N be an electrical network and let x ≤ y be two FACTS vectors. If
f : V × V → R is an electrically feasible function for N(x), then it is also an electrically
feasible function for N(y).

Proof. Let Θx(u) be the transformer shift angles for N(x). Since we know x ≤ y, it
follows that Fx ⊆ Fy, Ex ⊆ Ey. We define Θy(u) := Θx(u) for u ∈ V \ Fy. Therefore,
E \Ey ⊆ E \Ex and f |E\Ey (u, v) = f(u, v) for all (u, v) ∈ E \Ey, which, together with the
definition of electrical feasibility (see Equation 6.3), shows that f is an electrically feasible
function for N(y).

This shows that a solution remains feasible by increasing the number of FACTS in an
electrical network and therefore the solution for a of FACTS vector x is at least as good
as the solution for a FACTS vector y ≤ x in an electrical network. The result helps us to
prove the monotonic behavior of zλ(N(x), f).

Consider a Hybrid-MOLP for the electrical network N(x) (resp., N(y)) called MOLPA
(resp., MOLPB) and let A (resp., B) be the set of feasible solutions for MOLPA (resp.,
MOLPB). Let s = (f,Θ) ∈ A. As a solution for MOLPA, f and Θ fulfill Equations 6.2
and 6.3. From the latter it follows that f is electrically feasible for N(x) with phase angles
Θ. Therefore, by Lemma 1, f is electrically feasible for N(y). Since f is a flow in N(x),
(Equation 6.2 fulfilled) it is also a flow in N(y), and therefore s is a feasible solution for
MOLPB, i.e., s ∈ B. This proves that A ⊆ B, and therefore, the following corollary holds.

Corollary 2. Let N be an electrical network and let x and y be two FACTS vectors with
x ≤ y. Then it holds that OPT(N(y), λ) ≤ OPT(N(x), λ) for all λ ∈ [0, 1].

From Corollary 2 it follows that adding more FACTS to any FACTS vector provides an
improved or equal solution. Now we know that it could make sense to include FACTS in
an electrical network, because the solution may improve.

It is interesting to see when the solution improves with the number of FACTS. From Sec-
tion 5.1 we know that a FACTS vertex influences incoming and outgoing edges. Therefore,
a vertex cover is sufficient to get the same optimal solution as for the electrical network
with FACTS on all vertices. A vertex cover is a set where each edge of N is incident to at
least one vertex in the vertex cover set. In the following, we explain some notation that is
used for the next steps.

Let N = (G = (V,E), c, γ, `, B, Pshift, s, t) be an electrical network and V ′ ⊆ V . Then
N [V ′] = N ′ = (G′ = (V ′, E′), c′, γ′, `′, B′, P ′shift, s, t) is the subnetwork of N induced by V ′,
denoted by N ′ v N , with V ′ ⊆ V , E′ ⊆ E and the functions implicitly restricted to G′.

Let x be a FACTS vector. A FACTSless electrical network N ′ = (G′ = (V ′, E′), c′, γ′, `′, B′,
P ′shift, s, t) of N(x) is a subnetwork N ′ v N induced by vertices V ′, where V ′ ⊆ V \Fx and
E′ ⊆ E \ Ex.

Let C = {v1, . . . , vl} be a set of cut vertices, which split the network into a set of blocksH =
{H1, . . . ,Hk}, where Vi ⊂ V denotes the set of vertices in Hi and Ei ⊂ E is analogously
defined. The restriction of an antisymmetric function to block Hi is denoted by fi := f |Hi .

Lemma 3. Let N be a FACTSless network and let v ∈ V be a vertex in the underlying
graph. Then N has an electrically feasible function if and only if it has an electrically
feasible function with Θ(v) = c for an arbitrary constant c.

Proof. Let f be an electrically feasible function in N with Θ(u) for all u ∈ V , such that
Equation 6.3 holds. Let c be an arbitrary constant and Θ′(v) = c the new value of Θ(v).
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v

H1

H2

H3

(a) A cut vertex v splits
the network N into
three blocks H1, H2

and H3.

v1

H1

H2

H3

v2 v`. . . Hk

(b) A set of cut vertices C = {v1, . . . , v`}
split the network N into a set of blocks
H = {H1, . . . , Hk}.

Figure 6.1.: Cut vertices splitting the network N into blocks. The gray dashed lines
represent the curves, where we split the network into components. Each
block is a subnetwork itself and includes the cut vertices.

Furthermore, define ∆ = Θ(v)− c. We set the values of Θ′(u) = Θ(u)−∆ for all u ∈ V \v
such that there is a new assignment, which implies the following:

f(u, v) = B(u, v) · (Θ′(u) −Θ′(v)) + P (u, v)
⇔ f(u, v) = B(u, v) · (Θ(u)−∆− (Θ(v)−∆)) + P (u, v)
⇔ f(u, v) = B(u, v) · (Θ(u) −Θ(v)) + P (u, v)

(6.5)

This proves that setting Θ(v) to an arbitrary constant c, such that Θ′(v) = c results in
a new assignment of Θ′(u) for all u ∈ V \ v, which fulfill Equation 6.3 and therefore, the
same function f is electrically feasible for this new assignment Θ′.

The other direction follows immediately.

Consider a FACTSless network N , a cut vertex v ∈ V , an electrically feasible function f
in N and a set of cut vertex blocks H1, . . . ,Hk for v shown in Figure 6.1a. By cutting
the network at v, the assignment of Θi(u) for u ∈ Vi remains as in N . This results in an
electrically feasible function fi in Hi, for i = 1, . . . , k, as there are no changes with respect
to Equation 6.3.

This will be expand to a cut vertex with blocks in an electrical network N to get a more
general assumption.

Let v be a cut vertex in G and H = {H1, . . . ,Hk} be the set of induced blocks (see
Figure 6.1a). Let f1, . . . , fk be electrically feasible functions in H1, . . . ,Hk, respectively.
Connecting blocks H1, . . . ,Hk by identifying all copies of v yield the original network N .
From Lemma 3 it follows that choosing an arbitrary constant for Θ(v) = c results in an
electrically feasible function in each block i with Θi(u) = Θi(u)−∆i, where ∆i = Θi(v)−c.
As we connect the blocks in v with Θ(v) = c and since each block has an electrical feasible
function, this results in an electrically feasible function f in N . Thus, the following
corollary holds.

Corollary 4. Let N be a FACTSless network and let v ∈ V be a cut vertex yielding a set
of blocks H = {H1, . . . ,Hk} in N . Then there is an electrically feasible function f in N if
and only if there are electrically feasible functions fi in Hi, for each i = 1, . . . , k.

By applying Corollary 4 recursively on a set of cut vertices C (see Figure 6.1b), we get
an electrically feasible function in each block Hi, which together results in an electrically
feasible function f in N , and thus Corollary 5 holds.
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H2 u2 uni Hni

H1

u1

. . .
Ki

(a) A cycle Ki splits
the network N into
blocks H1, H2 and
Hni .

H2 u2 un1
Hn1

H1

u1

. . .
K1

vnp

Hn1+np

Hn1+1

v2

. . .
Kp

v1. . .

(b) A set of cycles K = {K1, . . . ,Kp} splits the
network into multiple blocks.

Figure 6.4.: Cycles where an edge is only covered on one cycle, split the network N
into a set of blocks H. Each block is a subnetwork itself and could cover
a cycle again.

Corollary 5. Let N be a FACTSless network, let C = {v1, . . . , v`} ∈ V be a set of cut
vertices with a set of blocks H = {H1, . . . ,Hk} in N . Then there is an electrically feasible
function f in N if and only if there is an electrically feasible function fi in Hi for each
i = 1, . . . , k.

Let K = {K1, . . . ,Kp} be a set of cycles in G. Recall that f is an antisymmetric function
in N . We define fi = f |Ki as an antisymmetric function on cycle Ki, where Vi is the
vertex set of Ki with cardinality ni = |Vi|.

vi

vi+1

vi+2

3

4
5

Figure 6.2.: A cycle with a maxi-
mum cyclic flow of x ≡
3.

Let f ′ be a flow on a subgraph G′ = (V ′, E′)
and Ki = (v1, . . . , vk) a cycle in G′. The
maximum cyclic flow xi is defined as xi ≡
max{0,min{f(v1, v2), f(v2, v3), . . . , f(vk, v1)}}+min{0,
max{f(v1, v2), f(v2, v3), . . . , f(vk, v1)}}. That is, a
maximum cyclic flow is a redundant flow and subtract-
ing xi from the flow fi results in at least one edge hav-
ing a flow equal to zero. In Figure 6.2, an example of
a maximum cyclic flow is shown, where the cyclic flow is x ≡ 3.

Figure 6.3.: A cactus.

In graph theory a cactus is a connected graph G, where two
cycles have at most one common vertex. In particular, remov-
ing one edge from every cycle in G results in a tree. Every
block Hi is either an edge or a cycle. Figure 6.3 shows a
cactus with five cycles and ten blocks Hi. It shows that the
cycles are either connected via a vertex, an edge or a path of
edges. In particular, cycles never share an edge.

Lemma 6. LetN be a FACTSless network whose underlying graphG is a cactus, including
a set of cycles K = {K1, . . . ,Kp} with infinite capacity on the edges of those cycles. Then
a function f in N is an electrically feasible flow if and only if fi − xi is an electrically
feasible flow in Ki, where xi denotes the cyclic flow.
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Proof. Let f be a feasible flow in N and let K = {K1, . . . ,Kp} be the set of all cycles
in N . We consider a cycle Ki with vertices Vi = {u1, . . . , uni} (see Figure 6.4a). From
Equation 6.3 and the cyclic flow for cycle Ki we obtain:




B(u1, u2) −B(u1, u2) 0 . . . −1
0 B(u2, u3) −B(u2, u3) . . . −1
...

. . .
...

−B(uni , u1) . . . B(uni , u1) −1


 ·




Θ(u1)
Θ(u2)

...
Θ(uni)
xi




= (fi)− (Pshifti),

(6.6)
where xi is the cyclic flow on Ki, (fi) and (Pshifti) are row vectors with (fi) = (fi(u1, u2),
fi(u2, u3), . . . , fi(uni , u1)) and (Pshifti) = (Pshifti(u1, u2), Pshifti(u2, u3), . . . , Pshifti(uni , u1))
for all j = 1, . . . , ni. By applying the Gaussian elimination method, the matrix in Equa-
tion 6.6 is in row echelon form and the last line is reduced to

−
(
ni−1∑
j=1

B(uni ,Bu1 )

B(uj ,uj+1) + 1

)
xi = fi(uni , u1) +

ni−1∑
j=1

(
(fi(uj , uj+1)− Pshifti(uj , uj+1)) · B(uni ,Bu1 )

B(uj ,uj+1)

)

(6.7)

This shows that Equation 6.6 is a linear independent equation system and therefore there
exist solutions for Θ(ui) for all ui ∈ Vi for the value xi from Equation 6.7. In addition, we
can freely choose one Θ(ui) value in Ki, since we have n− 1 constraints on n variables.

As we look at a single cycle Ki in N there are vertices where the incoming flow or outgoing
flow is bigger. To achieve the conservation of flow we set vertices with more outgoing (resp.,
incoming) then incoming (resp., outgoing) flow to be a source (resp., sink).

This shows that there exists an electrically feasible function in Ki. If f is a flow, then the
capacity constrain for a given capacity ci has to hold, that is

xi + fi ≤ ci. (6.8)

As the capacity on cycles is set to infinity Equation 6.8 holds by assumption.

Consider that each cycle Ki is a block denoted by Hi and each block is connected via a cut
vertex ui to the other blocks (see Figure 6.4). Then we can directly apply Corollary 5, such
that there exists an electrically feasible assignment of phase angles in Hi for an arbitrary
Θ(ui), for each i = 1, . . . , ni. Thus, fi does not change the flow of the other blocks, and
therefore there exists an electrically feasible flow in N .

Lemma 6 has some limitations. First of all, consider a cycle Ki with three vertices u, v
and w in Vi. Furthermore, we set Pshift = 0 and B(u,v) = 1 for each u, v ∈ Vi. Then, from
Equation 6.6 we obtain:

Θ(u)−Θ(v)− x = f1,
Θ(v)−Θ(w)− x = f2,
Θ(w)−Θ(u)− x = f3.

(6.9)

It follows that x = −1/3(f1 +f2 +f3). By setting the flow fi equally to the capacities, then
adding the cyclic flow x to the flow fi, we get a capacity exceedance. This is the reason for
setting the capacities in Lemma 6 to infinity. In addition, adding a cyclic flow increases
the line losses, which have a direct influence to the total flow costs zλ, and therefore the
solution is not optimal anymore.
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6.3. Structural Findings

In the previous section, we examined the properties of a hybrid model. Since FACTS are
expensive, these properties are used to determine the optimal placement of FACTS in an
electricity network to reach an optimal flow. We show that a flow is controllable in tree
and cactus structures, which are used to determine the placement of FACTS.

We first decided to put FACTS everywhere to control the whole flow in the electricity net-
work in order to reach an optimal solution (see Chapter 5). This, however, is uneconomical
for the network operator, and therefore we developed the hybrid model. In Section 6.2, we
show that a placement of FACTS with regards to a vertex cover set is sufficient to control
the whole flow in the electricity network and to reach an optimal flow in N . Further-
more, using the definition of flow from Section 6.2, from Corollary 5 the following theorem
follows:

Theorem 1. Let N = (G = (V,E), c, γ, `, B, Pshift, s, t) be a FACTSless network, whose
underlying graph is a tree. For any flow f on N there exists phase angles Θ : V → R, such
that f is an electrically feasible flow.

Definition 1. Two flow functions f and f ′ are called equivalent if they differ by a set of
cyclic flows.

From Lemma 6 we get the next theorem.

Theorem 2. Let N = (G = (V,E), c, γ, `, B, Pshift, s, t) be a FACTSless network, whose
underlying graph is a cactus, where c = ∞ on all cycle edges. For any flow f , exists
Θ : V → R, such that there exists an electrically feasible flow f ′ on N which is equivalent
to f .

Definition 2 (Feedback Vertex Set). A feedback vertex set V ′ inN = (G = (V,E), c, γ, `, B,
Pshift, s, t) is a set of vertices V ′ ⊆ V such that N [V \ V ′] is a forest in N .

By applying Theorem 1 the following theorem holds:

Theorem 3. Let N = (G = (V,E), c, γ, `, B, Pshift, s, t) be an arbitrary electrical network
and let V ′ ⊂ V be a feedback vertex set of G. Assume that FACTS are placed at all the
nodes of V ′. Then any flow on N is an electrically feasible flow.

One can seek to find the minimum feedback vertex set, however this is NP-hard [48].

6.4. Case Study

The hybrid model combines the electrical model with the balanced cost flow model from
Section 5.6. As in the previous model our goal is to minimize transmission line losses
and generation costs. For each FACTS vectors, we get a Pareto curve similar to those in
Section 5.6, where FACTS are placed on all vertices. Figure 6.5 displays the behavior for
a specific weighting factor λ (here λ = 0.5) and all possible FACTS vectors for the 14-bus
network, which are in total 214−1 different FACTS vectors allocations with different total
flow costs zλ.

In Figure 6.5a, the magenta lines denote the lines with the same total flow costs zλ. The
optimal value for zλ is given by xn, where FACTS vector xn describes an electrical network
with FACTS on every vertex. The worst value for zλ provides FACTS vector x1 without
FACTS. Vertices s (source) and t (sink) are always FACTS, as they control the total
generation and load (see Section 5.1). This approves the monotonical properties of the
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different quantities of FACTS of all
possible FACTS vectors for λ = 0.5.

Figure 6.5.: The number of FACTS determine the quality of the solution. Therefore,
the 14 bus network is used to visualize the monotonicity of the solution
space and the number of FACTS, which results in a good solution.

hybrid model with regards to x1 and xn from Corollary 2. In Lemma 1 and Corollary 2 we
proved that an increasing number of FACTS results in a better or equally good solution for
zλ as with less FACTS. Furthermore, the FACTS vector with the lowest loss value (resp.,
cost value) is marked with `min (resp., γmin). Thus, for a specific weight factor λ, the
values are bounded below by three functions f`min

, fγmin and fmin zλ , which describe the
same minimum losses, minimum costs and minimum function values of the hybrid model,
respectively.

In Figure 6.5b the FACTS vectors with the same FACTS quantity are listed at the same
vertical line. From Figure 6.5b it can be extracted that four FACTS—if placed at the
right nodes—for the 14 bus network are sufficient to get an approximately equally good
result as for the electrical network with FACTS on all vertices. Thus, the structure of the
network and the right positioning of FACTS is not irrelevant to achieve an optimal flow
in the network, which we already mentioned in Lemmas and Corollaries 3 to 6.

In the example data sets from the Washington University [6], some edges have a resistance
equal to zero. Thus, the costs for line losses are for each flow on these lines equal to
zero. This causes cyclic flows up to the maximum capacity. To prevent cyclic flows in an
electrical network, edges with a resistance equal to zero are set to ε. The plots in Figure 6.5
using these changed resistance data, and thus have slightly higher values than using the
original data. The optimal power flow result has higher losses and for scaling reasons it is
just mentioned in the legend for reference.
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7. Conclusion

In this thesis, we studied how classical methods for the calculation of flow in networks
can be adapted to the calculation of power flows in electricity networks. While methods
for the calculation of power flow in electricity networks have been improved over decades,
classical flow algorithms have not been utilized due to multiple differences in the nature
of usual flow and power flow.

In the beginning of this thesis, we tried to understand basic functional operations of elec-
tricity network. Afterwards, we considered graph-theoretical methods in electricity net-
works and presented two approaches: The first approach used the generator productions
of flow models as input for the power flow (PF) method in order to obtain an electrical
flow. We made use of different heuristics to get a better generator production. The second
approach considered FACTS at each node of the electricity network. This gave us the pos-
sibility to apply classical flow methods to compute the power flow in electricity networks.
The flow produced this way was unbalanced, thus some branches were much heavier used
than the others. We considered two heuristics to produce a more balanced flow. The
first one balanced all edges to half of the capacity, while the second one prioritized bottle-
neck edges. These heuristics resulted in worse generator production costs in comparison
to the OPF method. Thus, as a next step, we minimized the generator cost functions,
which resulted in optimal generation costs, however the flow was still unbalanced. We
therefore combined the two objectives, generation costs and balancing, which was done
by minimizing the weighted sum of generator costs and line losses. This model yielded
good results regarding the combination of generator costs and balancing. Motivated by
the fact that placing FACTS at every node is too expensive, we introduced a hybrid flow
model for networks containing nodes with and without FACTS. This model integrated
the PF method into the model which minimizes both generation cost and losses. Finally,
we proved several theoretical properties of networks containing nodes with and without
FACTS. In particular, we described the set of nodes where FACTS have to placed such
that the electrical flow can be found using only a classical flow computation method.

The initial target of this work was to improve the efficiency of power flow calculation.
The models we have developed are based on calculations of flow in networks; a task for
which efficient algorithms exist. Thus, we expected that the developed models perform
better than the classical methods for power flow calculation, which include the solving of
non-linear optimization problems. Testing the efficiency of our models is one of the future
research directions.
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Figure 7.1.: The planned HVDC transmission line expansion in Germany from [12, 13]
to improve the integration of the offshore wind farms and other renewable
energy plants. The black consecutive line represents the plant ULTRA-
NET.

In the future, it would be interesting to optimize more than just production costs and
losses in electricity networks. Thus, possible research directions include failure analysis
and optimization of the structure of electricity networks. Furthermore, we know from
TransnetBW [12, 13, 83], that the energy produced by offshore wind farms in Northern
Germany should be distributed over the country, since the energy consumed is not as
high as the energy produced in this region. There are projects which construct new high
voltage direct current (HVDC) transmission lines from the north to the south of Germany
(for example, the ULTRANET in Figure 7.1). In this context, optimizing the energy
distribution in an AC electricity network containing HVDC transmission lines, as well as
optimizing the construction of those transmission lines open up further possible areas of
research.
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A. 30-Bus Electricity Network

Figure A.1.: A 30-bus electricity network from the University of Washington [6].
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B. 57-Bus Electricity Network

B. 57-Bus Electricity Network

Figure B.3.: A 57-bus electricity network from the University of Washington [6].
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Chapter 8. Appendix

C. 118-Bus Electricity Network

Figure C.5.: A 118-bus electricity network from the University of Washington [6].
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